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A B S T R A C T

The emergence of time-critical applications imposes great challenges on traditional best-effort data networks.
Such applications demand delay-guaranteed services with different granularity. In this paper, we propose
a novel fully distributed approach that provides delay-guaranteed services at the packet level within an
autonomous system. Specifically, we adopt priority queues with fixed buffer sizes to provide differentiated
services and per-hop delay upper bound and explore path diversity in the network to achieve multiplex gain.
Network congestion is a major cause of long delay. To address this issue, a virtual queue manager is deployed at
each node in the network to exchange their local queue information with neighbors periodically. The exchanged
queue information reflects the congestion status of the neighborhood so the nodes can avoid congested routes
in making routing decisions. Given the rich control space including routing and queuing decisions, we aim at
maximizing the overall network utility. Due to the randomness caused by network dynamics, we transform
the utility maximization problem into renewal optimization which is solved at each node. A delay laxity-based
reward function and a weighted queue time cost are designed to characterize each decision. To solve the
renewal optimization problem, an algorithm named DSROpt is proposed using an iterative approach. Extensive
experiments are conducted to verify the performance of the proposed solution using NS-3. Simulation results
show that the proposed solution can guarantee packet-level delay while achieving significant performance

improvements in goodput and network utility over the state-of-the-art.
1. Introduction

The Internet is facing new challenges and requirements character-
ized by stringent QoS requirements such as extremely low latency and
extremely high reliability [1,2]. Typical applications including meta-
verse, digital twin, and real-time control involve large volumes of both
delay-sensitive (DS) and non-delay sensitive (NDS) data exchange [3–
5]. Although bandwidth over-provisioning has been adopted as an
engineering solution to satisfy the stringent QoS requirements, how
to effectively and efficiently support both DS and NDS applications
remains an open issue [6,7].

With the existing best-effort Internet services, packets may experi-
ence packet loss and unexpected long latency caused by congestions
or software/hardware failures [8,9]. The distinctions among packets
with different priorities, such as delay requirements, are ignored on the
Internet where all packets are treated equally. Such design is undesir-
able and inefficient with the growing demand for DS applications. It
is crucial to introduce priority to networks and provide differentiated
services (DiffServ) to different applications to ensure service quality
and high network resource efficiency.

∗ Corresponding author.
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The routing and scheduling problem to provide end-to-end (e2e)
delay-guaranteed service for DS applications has been extensively
studied from different aspects. In recent years, the deterministic net-
work (DetNet) led by the IETF DetNet working group has become
a hot research topic to provide delay-guaranteed services on a per-
deterministic-flow basis by exploring explicit data paths [10,11]. The
DetNet takes the joint effort of both layer three routed segments and
layer two bridged segments using technologies such as multiprotocol la-
bel switching (MPLS), software-defined network (SDN), and IEEE 802.1
Time-Sensitive Networking (TSN) [12–14] in a centralized manner. The
data traffic of each deterministic flow is delivered with guaranteed
delay and low delay variation constraint via resource reservation [15].
To find the optimal routes with guaranteed delay in a given network,
several routing algorithms have been proposed using the worst-case
delay [16–18]. However, the existing approaches have various limita-
tions. Resource reservation-based solutions guarantee delay at the cost
of multiplexing gain. The worst-case delay-based routing algorithms
can be too conservative to serve DS applications with low latency re-
quirements. The flow-based traffic engineering solutions face scalability
vailable online 8 June 2023
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issues and cannot guarantee delay at the packet level. In addition, these
solutions are unaware of the deadlines of each packet when making
routing decisions and fail to handle congestion caused by network
dynamics.

On the other hand, the distributed e2e delay-guaranteed solution
at the packet level is underexplored given the following challenges.
First, it is difficult to handle large variations in the e2e delay. The
highly dynamic feature in e2e delay is mainly caused by the varying
queuing delay at each hop in the network and is difficult to predict
due to the randomness in network traffic. Second, the diversity in delay
requirements. For most DS applications, packets belonging to the same
flow can have different priorities or delay requirements. For example,
I/B/P frames have different importance for MPEG videos [19]. How
to effectively guarantee various delay requirements at the same time,
i.e., satisfying high-priority packets without starving the low-priority
packets, remains a critical task. Last but not least, how to efficiently
handle the bursty traffic while guaranteeing delay with good load
balance is challenging. The traditional shortest-path routing algorithms
can result in heavy congestion in certain paths due to bursty traffic
causing long queuing delay and high packet loss rate.

To bridge the gap, we propose a novel distributed, delay-
guaranteed, and congestion-aware network architecture called delay-
guaranteed scheduling and routing (DSR) which provides DiffServ to
various applications and guarantees the packet-level end-to-end delay.
DSR explores a new possibility that enables collaboration across layers
and among neighboring routers. The solution is feasible to be adopted
in an autonomous system and is backward-compatible with existing
network infrastructure with acceptable modifications. Specifically, each
DS packet carries a maximum tolerable delay requirement called delay
budget specified by the source application. The network is responsible
for delivering the packet within its delay budget using information
collected from both the network layer and the link layer. The priority
queue is adopted to provide DiffServ to packets with different delay
requirements. Given the randomness of network traffic, we rely on
the per-hop delay upper bound to guarantee the e2e delay, where
each priority queue is assigned a fixed buffer size and service rate.
Moreover, to avoid congestion due to bursty traffic in the network,
neighboring routers exchange their congestion information periodically
so the upstream node can adjust routing decisions in advance.

In addition, an efficient packet scheduling algorithm is fundamen-
tal to a distributed routing protocol to achieve high network utility.
Although many routing and scheduling algorithms have been heav-
ily explored in the literature to maximize throughput [20–22], these
throughput-optimal scheduling may suffer severe queuing delays be-
cause only the backlog-gradient are considered and they are unaware
of the temporal correlation between each scheduling decision.

To address these issues, we develop a scheduling and routing solu-
tion named DSROpt that makes routing decisions and schedules packets
to different priority queues by jointly considering their delay budgets,
queuing delay, and neighborhood congestion status. For simplicity, we
refer to the scheduling and routing decision space for each packet
as a forward decision set and each scheduling decision as a forward
decision. To this end, we formulate an optimization problem that max-
imizes the overall network utility under the constraint of the e2e delay
requirement of each packet. We solve the problem in a fully distributed
manner where each router determines a suitable forward decision for
each packet. The main contributions of this work are three-fold:

• We achieve the e2e delay-guaranteed service using a cross-layer
approach, where the link layer queue management and the net-
work layer distributed routing work together to guarantee e2e
delay at the packet level.

• We propose a novel scheduling and routing algorithm to improve
network utility by solving a renewal optimization problem at each
node. The proposed algorithm is run by each router which selects
the optimal forward decision for each packet by considering
2

the delay requirement, queue status of the current node, and
the congestion status of the downstream nodes. The proposed
algorithm maximizes the reward per unit time cost ratio using
an iterative approach to improve the overall network utility.

• To verify the performance of the proposed solution, we build a
prototype in the NS-3 simulator. Extensive simulations are con-
ducted to evaluate the proposed DSR solution with comparisons
to the state-of-the-art and benchmarks. The results show that
DSROpt is capable of providing DiffServ, guaranteeing e2e delay,
reducing packet loss caused by congestion, and achieving high
network utility.

The rest of the paper is organized as follows: Section 2 introduces
the related work. Section 3 presents the system model and problem
formulation. The design details and working mechanisms of DSR are
explained in Section 4. In Section 5, the simulation settings and ex-
perimental results are explained and analyzed. Finally, conclusions and
future research issues are discussed in Section 6.

2. Related works

2.1. Delay-guaranteed network architecture

In [23], a latency-based forwarding (LBF) solution was proposed
to achieve high-precision latency objectives. LBF focused on a link
layer forwarding strategy where each node takes different actions on
receiving the packet. LBF consists of two major parts, i.e., latency
budget determination and QoS Action. The actions taken at each node
to guarantee delay depend on the packet’s remaining latency budget,
destination, and the latency encountered. The Push-In First Out (PIFO)
queue was adopted to insert the packet to a specific position that
satisfies the latency budget’s lower bound. However, the LBF did not
involve routing and requires prior knowledge of the routing path for
each packet, which may cause delay guarantee failure due to network
dynamics or router failure. In addition, the PIFO enqueue strategy
applied in LBF may cause strong decision interference among successive
packets and result in longer delay than expected.

An adaptive routing protocol was proposed in [24]. The solution
assumes that the remaining delay budget for each arriving flow is
known to the network. The delay upper bound and the typical delay
of each link are exchanged in the network to generate a lookup table
indicating the guaranteed delay bound to reach the destinations. In
the run-time phase, the node selects the path with the smallest typical
delay and checks whether the delay budget of the path is within the
remaining delay budget. However, the typical delay is highly dynamic.
Therefore, it either requires a high overhead to collect this information,
leading to high oscillations of path selection and congestion; or the
typical delay used in the algorithm is inaccurate leading to poor path
selection. Moreover, the maximum delay of each hop is very high, so
the algorithm may frequently fail to find a suitable delay-guaranteed
path even if such a path exists.

2.2. Delay-based scheduling and routing protocol

The backpressure (BP) routing algorithm has been widely adopted
to achieve throughput optimality by stabilizing the network [20,21].
The original BP algorithm used the backlog gradient to formulate
the throughput problem, which, however, suffers from severe queuing
delay. To address this problem, many extensions of the BP algorithm
have been developed in terms of different congestion gradient metrics.
In [22], a sojourn time-based BP algorithm (STBP) was proposed. The
accumulated sojourn time of buffering packets describes the conges-
tion status of each queue instead of queue length. The sojourn time
backlog measurement has the advantages of faster increment, reducing
random walk packet delay and last packet delay. More recently, a
routing algorithm that takes the advantages of both BP and max-
weight scheduling algorithms named MW+BP was proposed to achieve
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Table 1
Notations and definitions.

Symbol Definitions

 Set of nodes
 Set of priority queues
 Set of forward decision
 Set of profits achieved by each queue
𝑇𝑏𝑢𝑑𝑔𝑒𝑡 End-to-end delay requirement (delay budget)
𝑅 Link rate
𝑇WRR Total service time of each round-robin period
𝑇𝑘 Delay upper bound of queue 𝑘
̂ Set of simplified forward decision
ℎ𝑘
𝑖,𝑗 Forward decision for each packet, 𝑖, 𝑗 ∈  , 𝑘 ∈ 

𝑄𝑘
𝑖,𝑗 [𝑡] Queue length of queue 𝑘 at port 𝑗 of node 𝑖 at time slot 𝑡

𝐵𝑘 Buffer size of queue 𝑘
𝑤𝑘 Portion of service time assigned to queue 𝑘
GI Delay upper bound of the highest priority queue
Cost(⋅) Routing cost (delay) of a path
𝑔𝑑 (⋅) Network utility function for delay-sensitive packet
𝑔𝑛(⋅) Network utility function for non-delay sensitive packet
𝑇 ∗
𝑏𝑢𝑑𝑔𝑒𝑡 Residual delay budget

𝑇ℎ𝑜𝑝 Per-hop delay budget
𝛼 Control parameter for queue management
𝛾 Congestion index
𝐺𝑘

𝑖,𝑗 [𝑡] Output gain of ℎ𝑘
𝑖,𝑗 at time slot 𝑡

𝑇 𝑘
𝑖,𝑗 [𝑡] Time cost of ℎ𝑘

𝑖,𝑗 at time slot 𝑡
𝜃 Reward per unit time cost ratio
(⋅) Complete cost-reward pair set
𝐿 Delay laxity
𝑃𝑘 Profit achieved using queue 𝑘

overload balancing [25] in a single-hop network with bounded buffers,
where the max-weight part aims to serve longer queues while the BP
part balances the load between ingress and egress buffers. However, the
existing approaches are insufficient to achieve delay-guaranteed service
at the packet level. First, the diverse delay requirements of different
packets of the same flow are not considered. Second, the temporal
correlation between scheduling decisions is not fully explored. Last,
considering the queue delay of the current node only is insufficient
because the packet may be dropped due to congestion in the next hop.

3. System model and problem formulation

We first give the design details of the proposed DSR network archi-
tecture. Then, we present the design objective and problem formula-
tion. Table 1 summarizes the notations and definitions frequently used
in this paper.

3.1. Network architecture

3.1.1. Router structure
The per-hop delay in a network is mainly composed of queuing

delay, processing delay, transmission delay, and propagation delay. In
this paper, we focus on the queuing delay as it is the major cause of the
e2e delay variation of packet delivery. While the instantaneous queuing
delay varies quickly due to high uncertainties in packet arrival rate, we
adopt the queue delay upper bound for route calculations. Each router
in the network maintains the delay upper bound of each queue by
fixing the buffer size and service rate. In addition, it exchanges its local
queue information with neighbors to advertise congestion information.
An overview of the router structure is shown in Fig. 1.

Each port of the router is deployed with a set of priority queues to
provide DiffServ for DS and NDS packets. The queues can be classified
into two categories in terms of service types, namely delay-guaranteed
(DG) queues, and best-effort (BE) queues. DG queues provide delay-
guaranteed services for the DS packets while BE queues only serve NDS
packets without any delay guarantee. Using multiple priority queues
for DS packets helps to provide finer granularity of delay-guaranteed
services and a rich forward decision set. To avoid always starving
3

Fig. 1. Router structure overview.

Fig. 2. System model overview.

low-priority queues, the weighted-round-robin (WRR) scheduling ap-
proach [26] is adopted where each queue is assigned with a certain
portion of service time, i.e., weight, for packet transmission. Thus, the
per-hop delay of each DG queue is upper bounded by fixing the buffer
size and weight of each queue.1 Note that in DSR, we assume a shallow
buffer size for each DG queue to guarantee a tight delay upper bound.2
Since the BE queue does not guarantee a delay upper bound, its buffer
size can be sufficiently large to store more NDS packets.

However, bounding the per-hop delay alone is insufficient to guar-
antee the e2e delay performance because packets may be lost due to
network congestion [27]. In this paper, we address network congestion
in the network layer via neighbor routers information exchange and
re-routing. A virtual queue manager (VQM) is designed for collecting
and exchanging queue information with neighbors as shown in Fig. 1.
In general, VQM in each router collects the local queue information,
i.e., the queue length of each priority queue, and exchanges it with
neighbors. The queue information essentially reflects the congestion
status of each router. In this case, routers are aware of network conges-
tion and are able to adjust forward decisions for each packet in advance
before congestion becomes severe.

3.1.2. System model

The system model of DSR network architecture is shown in Fig. 2
following the design principle proposed in [28]. We assume every DS
packet carries a delay budget in its packet header before being injected

1 For example, for a router with the link rate of 𝑅 Mbps requiring a queue
delay upper bound of 𝑇𝑘 ms in queue 𝑘, the corresponding buffer size should
be at most 𝐵𝑘 = 0.125𝑤𝑘𝑅𝑇𝑘 KB, where 𝑤𝑘 is the weight allocated to queue 𝑘.

2 We assume a light weight of DS traffics in the network and the tradeoff
between buffer size and packet drop is beyond the scope of this paper.
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Fig. 3. DSR-enabled network with finite buffers.

nto the network. The delay budget is used by routers to make routing
nd scheduling decisions to guarantee the e2e delay requirements. In
he meantime, routers monitor their local queue information while
xchanging two types of information with each other, i.e.,

• Link-state information including delay upper bound of the high-
est priority queue (denoted by GI).3 GI is broadcast in the en-
tire network similar to the link state information used in the
open-shortest-path-first (OSPF) routing protocol [29].

• Neighborhood queue information (NI), i.e., the local queue in-
formation shared by neighboring routers. NI is useful for route
selection and congestion avoidance. Note that NI is exchanged
more frequently at the level of a few milliseconds.4

Routers in the DSR network generate forwarding tables based on GI.
t is worth noting that unlike single-path link state routing protocols
uch as OSPF, DSR-enabled routers adopt multipath exploration to
each the destination by computing the shortest paths rooted from their
eighbors. For example, for a target pair from 𝐴 to 𝐹 as shown in Fig. 2,

three shortest paths can be obtained at router 𝐴 by running the shortest
path algorithm from router 𝐵, 𝐶, and 𝐷, respectively, based on the
ink-state information.

In our routing algorithm, multipath exploration provides larger
outing decision space at the cost of increment in time and space
omplexity. In a network consists of 𝑛 nodes and an average number of
neighbor nodes. The time complexity of DSR increases to 𝑂(𝑘𝑛 log 𝑛),
hile the time complexity of a single-path routing protocol is 𝑂(𝑛 log 𝑛).
he space complexity for maintaining a forwarding table at each router

ncreases from 𝑛 (for single-path routing protocol) to 𝑘𝑛.
We numerically analyze the gain achieved by DSR using a simple

× 2 grid topology as shown in Fig. 3, where the link rate is fixed
t 20 Mbps. A source application deployed in node 𝐴 sends 1000 DS
ackets to the destination in node 𝐷 with a constant sending rate. We
ncrease the sending rate by 5 Mbps from 5 Mbps at each simulation. We
ompare DSR with OSPF and show their throughput performance varia-
ions under different sending rates. As shown in Fig. 4, the blue and red
urves show the goodput performance of DSR and OSPF, respectively,
onsidering packet delay requirements (i.e., packets exceeding delay
udget are ignored. For simplicity, we refer to it as goodput.). The black
ashed curve indicates the total throughput achieved by OSPF without
onsidering delay requirements, and the magenta curve indicates the
ending rate of the application.

As shown in Fig. 4, both DSR and OSPF achieve high throughput
hen the sending rate is lower than the link capacity (i.e., 20 Mbps).
heir performances diverge from 15 Mbps when the sending rate ap-
roaches the link capacity. OSPF in particular only achieves a total

3 The highest priority queue is chosen because it is the minimum per-hop
elay that can be guaranteed by each router and it allows a finer granularity
or path selection, especially for urgent packets with small delay budgets.

4 For easier implementation in practice, NI of each router can be a few bits
iggybacked in the frame header. In this context, the additional bandwidth
4

ost of NI exchange is only a few Kbps. p
Fig. 4. Numerical analysis of DSR throughput improvements.

throughput of around 15 Mbps and a low goodput of less than 5 Mbps
when the sending rate exceeds the link capacity. On the other hand,
DSR maintains an increasingly high goodput performance and only
starts to decrease when the sending rate exceeds 40 Mbps (2 times the
link capacity). The performance gain achieved by DSR is because both
paths (𝐴 → 𝐵 → 𝐷 and 𝐴 → 𝐶 → 𝐷) are used for packet transmission.
Specifically, the scheduler at node 𝐴 selects a different path if the
original path is congested. However, when the sending rate approaches
twice the link capacity, both paths become congested and packets will
be dropped directly, causing goodput performance degradation.

In summary, DSR adopts priority queues to provide DiffServ while
using per-hop delay upper bound maintained by each router to explore
multiple routing paths with various delay guarantees. In this context,
a rich set of forward decisions including routing and queuing decisions
at each hop can be obtained, which allows huge scheduling space to
accommodate bursty traffic via load balancing. Therefore, an efficient
routing and scheduling algorithm to determine the optimal forward
decisions is crucial in the proposed DSR network.

3.2. Network model

In this paper, we consider a network that is modeled as a graph
 = ⟨ ,⟩, where  is the set of routers (we use node and router
exchangeable in the rest of the paper) and  is the set of links. Let 𝑁
and 𝐿 be the number of nodes and links in the network, respectively.
Denote 𝑅 as the link rate and the link rate between two neighboring
nodes 𝑖 and 𝑗 is denoted by 𝑅𝑖,𝑗 . Denote 𝑖 as the set of neighbors
of node 𝑖 with the size 𝑁𝑖. For simplicity, we assume each node is
connected with its neighbor node via a specific port and the port ID is
the same as the neighbor ID. For example, in Fig. 3, node A is connected
to node B via port B at node A.

Let  be the set of priority queues deployed at each port and has the
size of 𝐾. The buffer size of each queue is denoted by 𝐵𝑘, 𝑘 ∈  which
guarantees a delay upper bound denoted by 𝑇𝑘, and 𝑇1 < 𝑇2 < ⋯ < 𝑇𝐾 .
In addition, we assume each DS packet carries a tuple of information
denoted by  = {𝑇𝑏𝑢𝑑𝑔𝑒𝑡, 𝑇𝑠𝑡𝑎𝑟𝑡} in its header, where 𝑇𝑏𝑢𝑑𝑔𝑒𝑡 is the delay
budget and 𝑇𝑠𝑡𝑎𝑟𝑡 is the set-off time at the source node.5 The routers in
DSR network select a route and a corresponding queue for each packet.
We couple the route and queue selection and refer to it as a forward
decision. The forward decision for each DS packet is determined based
on  at the ingress buffer and an NDS packet will be directly injected
into the BE queue. Let 𝑖 be the complete forward decision set at node
𝑖, then 𝑖 = {𝑖,1,… ,𝑖,𝑗 ,… ,𝑖,𝑁𝑖

}, where 𝑖,𝑗 is the forward decision
set at port 𝑗 of node 𝑖. The size of 𝑖 is denoted by 𝐻𝑖 and thus, there
are at most (𝑁𝑖 − 1) × 𝐾 forwarding decisions at each node excluding
the ingress port. Finally, let ℎ𝑘𝑖,𝑗 ∈ 𝑖 be the forward decision for each
packet in node 𝑖, which indicates that the packet should be enqueued
to queue 𝑘 at port 𝑗.

5 Here we assume all routers are synchronized using time-synchronization
rotocols, e.g., the IEEE 802.1AS standard [30].
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3.3. Weighted-round-robin scheduling model

The WRR scheduling strategy is adopted to guarantee the per-hop
delay upper bound of each DG queue and avoid low-priority queue
starvation. Let 𝑇WRR be the total service time of each round-robin
period. Each queue is assigned with a portion of the service time
denoted by 𝑤𝑘, where 𝑤1 > ⋯ > 𝑤𝐾 and ∑𝐾

𝑘=1 𝑤𝑘 = 1. The delay upper
ound guaranteed by each queue can be expressed by 𝑇𝑘 = 𝐵𝑘

𝑤𝑘𝑅
, 𝑘 ∈

1, 2,… , 𝐾}. We further assume that the WRR scheduler at each port
witches to the next queue to serve if the current queue is empty so
hat no time slot is wasted.

.4. Queuing model

We consider a discrete-time system where packet arrivals and trans-
issions occur at the beginning of each normalized time slot. Arriving
ackets are backlogged at the corresponding queues before transmis-
ion. Let 𝜆𝑘𝑖,𝑗 [𝑡] be the number of packets injected to queue 𝑘 at port
of node 𝑖 within time slot 𝑡. The number of packets dequeued from
ueue 𝑘 to node 𝑗 is denoted by 𝜇𝑘

𝑖𝑗 [𝑡], 𝑗 ∈ 𝑖, where 𝜇𝑘
𝑖𝑗 [𝑡] = 1 if the

acket is successfully transmitted and 𝜇𝑘
𝑖𝑗 [𝑡] = 0, otherwise. Denote 𝑄𝑘

𝑖,𝑗
as the queue length of queue 𝑘 at port 𝑗 of node 𝑖. Then the queue
dynamics of queue 𝑘 can be written as

𝑄𝑘
𝑖,𝑗 [𝑡 + 1] = max

{

𝑄𝑘
𝑖,𝑗 [𝑡] − 𝜇𝑘

𝑖,𝑗 [𝑡], 0
}

+ 𝜆𝑘𝑖,𝑗 [𝑡]. (1)

The average queue length of all DG queues at port 𝑗 after one WRR
scheduling period is given by

�̄�𝑖,𝑗 =
1

𝐾 − 1

𝐾−1
∑

𝑘=1

𝑇WRR
∑

𝜏=1
𝑄𝑘

𝑖,𝑗 [𝜏], (2)

nd similarly, the average queue length of all DG queues of node 𝑖 is
ritten as,

̄ 𝑖 =
1
𝑁𝑖

𝑁𝑖
∑

𝑗=1
�̄�𝑖,𝑗 , (3)

which is useful for reflecting the congestion status of node 𝑖 and
enerating NI shared with neighbor nodes.

.5. Problem formulation

We use a simple 4-nodes network topology to explain our problem as
hown in Fig. 3, where all packets at the ingress buffer of node A have
he same destination to node 𝐷. Each port has three queues including

two DG queues and one BE queue. There are two paths to reach node D
from node A, i.e., 𝑟1 ∶= {𝐴 → 𝐵 → 𝐷} and 𝑟2 ∶= {𝐴 → 𝐶 → 𝐷}, and we
ssume that the costs of both paths satisfy the delay requirement of the
pplication, i.e., max{Cost(𝑟1),Cost(𝑟2)} ≤ 𝑇𝑏, where Cost(𝑟) = ∑

ℎ∈𝑟 GIℎ
denote the routing cost (i.e. e2e delay) and GIℎ is the minimum delay
pper bound at each hop ℎ along path 𝑟. In this context, the forward
ecision set at each port of node A has the size 𝐻𝐴𝐵 = 𝐻𝐴𝐶 = 3 and a
otal size 𝐻𝐴 = 𝐻𝐴𝐵 +𝐻𝐴𝐶 = 6.

However, due to queue dynamics, not all queues in 𝐴 satisfy the
per-hop delay budget. Moreover, the congestion status at the down-
stream nodes (i.e., queue lengths of node 𝐵 and 𝐶) also varies over
time. A congested downstream node can lead to long queuing delay and
heavy packet losses. Therefore, it is crucial to consider both local queue
dynamics and neighbor queue information in routing and scheduling.
In addition, since the WRR scheduler is adopted, there exists a mutual
impact on queue selection. For example, heavy usage of the high-
priority queues results in long queue delays in the low-priority queues
because more time slots are used to serve the high-priority queues
in each WRR period. Similarly, a busy low-priority queue affects the
queuing time of the DS packets in the high-priority queues by using up
5

the entire service time in each period. b
Based on the above analysis, we formulate the following routing and
scheduling problem aiming at maximizing the overall network utility.
In brief, the optimization problem focuses on finding a series of suitable
forward decisions for each packet such that its e2e delay requirement
is satisfied while achieving load balance among priority queues at each
hop. Mathematically, the problem can be formulated as follows

P0: max
ℎ𝑑 ,ℎ𝑛∈

𝑇
∑

𝑡=0
𝑔𝑑 (𝑃𝑑 [𝑡];ℎ𝑑 ) + 𝑔𝑛(𝑃𝑛[𝑡];ℎ𝑛), (4a)

s.t. Delay(𝑃𝑑 [𝑡]) ≤ 𝑇𝑏𝑢𝑑𝑔𝑒𝑡, ∀𝑡 ∈ {0, 1,… , 𝑇 }, (4b)

𝑄𝑘
𝑖,𝑗 [𝑡] ≤ 𝛼𝐵𝑘, ∀𝑖, 𝑗 ∈  , ∀𝑘 ∈ , (4c)

where 𝑔𝑑 (⋅) and 𝑔𝑛(⋅) denote the network utility function for DS and
NDS packets, respectively; 𝑃𝑑 [𝑡] and 𝑃𝑛[𝑡] denote the DS and NDS
ackets received by the destination at time slot 𝑡; ℎ𝑑 and ℎ𝑛 denote
he forward decisions made at each hop along the path for DS and NDS
ackets, respectively; Delay(⋅) measures the e2e delay of each DS packet
eceived at the destination, which is calculated by 𝑇𝑟𝑒𝑐𝑒𝑖𝑣𝑒 − 𝑇𝑠𝑡𝑎𝑟𝑡; and
∈ [0, 1] is the parameter to control the maximum queue length of

ach queue. In this paper, we fix 𝛼 = 1 for simplicity. Eq. (4a) aims
t maximizing the overall network utility for the source–destination
onnection pair. Constraint (4b) ensures all DS packets received by the
estination node should have e2e delay less than their delay budgets
hile constraint (4c) is used to avoid bufferbloat. Note that a packet
ill be dropped in the ingress buffer if (4b) or (4c) is not satisfied.

. Algorithm design

.1. Delay-guaranteed scheduling and routing protocol

The forward decision set grows with the increase of priority queues
nd the size of the network causing higher time complexity. How-
ver, some forward decisions are detrimental to the network perfor-
ance causing longer delay and loops [31]. To address this issue,
SR adopts a filter algorithm to filter out the undesirable routes in

he forward decision set and determines the optimal forward deci-
ion jointly considering local queue information and neighborhood
ongestion status.

.1.1. Route filter algorithm
Let 𝛺𝑖 be the complete set of routes to reach the destination from

ode 𝑖 in the forwarding table. Upon receiving a DS packet in the
ngress buffer, the node computes a threshold value, a threshold value
𝑡ℎ𝑙𝑑 = min{𝑇 ∗

𝑏𝑢𝑑𝑔𝑒𝑡,Cost∗(𝑟)} is set as the threshold value to filter out
he undesirable routes, where 𝑇 ∗

𝑏𝑢𝑑𝑔𝑒𝑡 = 𝑇𝑏𝑢𝑑𝑔𝑒𝑡 − (𝑇𝑛𝑜𝑤 − 𝑇𝑠𝑡𝑎𝑟𝑡) is the
esidual delay budget of the packet and Cost∗(𝑟) is the routing cost
omputed in the previous hop.6 If 𝛺𝑖 becomes empty after filtering,
.e., there is no available path that satisfies the delay requirement, the
acket is dropped directly in the ingress buffer. Hence, the size of 𝑖
an be reduced to 𝐻𝑖 = (𝑁 ′

𝑖 − 1) × 𝐾, where 𝑁 ′
𝑖 is the size of 𝛺𝑖 after

iltering. The complete algorithm is shown in Algorithm 1 from line 3
o line 16.

In summary, the route filter algorithm ensures all the remaining
outes in the forward decision set have at least one queue (i.e., the
ighest priority queue) that guarantees the delay requirement of the
acket. It is also worth noting that the filter also helps to avoid the
oop problem in dynamic routing by ensuring the routing cost of each
orward decision selected at each hop is in descending order while
pproaching the destination.

6 The design rationale of 𝑇𝑡ℎ𝑙𝑑 is to ensure the remaining routing paths
atisfy the delay requirement, i.e., less than 𝑇 ∗

𝑏𝑢𝑑𝑔𝑒𝑡, and are closer to the
estination compared to the previous hop to avoid loop problem. The major
ause of loop in the DSR network is the imbalance between a large delay
udget and path diversity.
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4.1.2. Congestion-aware route selection algorithm
Although the filtered forward decision set 𝑖 satisfies the delay

requirement, packets may be dropped due to network congestion in
the downstream nodes. We address this issue by enabling queue in-
formation exchange among neighboring nodes. Inspired by the idea
from backpressure routing algorithms [20] where the backlog gradient
is used for packet scheduling, we develop a congestion-aware route
selection algorithm as shown in Algorithm 1 Part 2 from line 18 to line
38.

The algorithm works based on the design of VQM which periodically
exchanges local queue information with neighboring nodes. Specifi-
cally, the VQM at each node computes the average queue length using
Eq. (3) to estimate the current queuing status. An indicator function 𝛾
based on the average queue length is designed as follows

𝛾𝑗 =

⎧

⎪

⎨

⎪

⎩

�̄�1
𝑗

𝛼�̄�1
�̄�1

𝑗 < 𝛼�̄�1,

1 �̄�1
𝑗 ≥ 𝛼�̄�1,

𝑗 ∈ 𝑖, (5)

here �̄�1
𝑗 and �̄�1 refers to the average queue length and average

uffer size of the all highest priority queues of the node.7 Such design
elps to deliver the congestion status of the downstream node to the
pstream node. If node 𝑖 receives a congestion signal 𝛾𝑗 = 1 from node
indicating heavy congestion, it removes the route to reach node 𝑗 from
𝑖 to alleviate the congestion of the downstream nodes. Otherwise, it

s used as a control parameter for route evaluation.
Next, for each decision ℎ𝑘𝑖,𝑗 ∈ 𝑖, the router computes a weighted

ueue delay denoted by 𝑇 𝑘
𝑖,𝑗 [𝑡], where

𝑘
𝑖,𝑗 [𝑡] = (1 + 𝛾𝑗 ) ⋅

𝑄𝑘
𝑖,𝑗 [𝑡] × PktSize

𝑤𝑘𝑅
(6)

and the per-hop delay budget 𝑇ℎ𝑜𝑝 of each output port

𝑇ℎ𝑜𝑝(𝑗) = 𝑇 ∗
𝑏𝑢𝑑𝑔𝑒𝑡 − Cost(𝑟𝑗 ), 𝑟𝑗 ∈ 𝛺𝑖 𝑗 ∈ 𝑖. (7)

he weighted queue delay 𝑇 𝑘
𝑖,𝑗 [𝑡] of each forward decision ℎ𝑘𝑖,𝑗 ∈ 𝑖 is

ompared with 𝑇ℎ𝑜𝑝(𝑗), and ℎ𝑘𝑖,𝑗 will be removed from 𝑖 if 𝑇 𝑘
𝑖,𝑗 [𝑡] >

ℎ𝑜𝑝(𝑗), i.e., the per-hop delay budget is insufficient to support the cor-
esponding forward decision. Note that the packet is dropped directly if
he forward decision set is empty, i.e., no available decision exists. Fi-
ally, a fully simplified forward decision set ̂𝑖, 𝑖 ∈  that guarantees
he e2e delay is obtained. Next, the router runs the proposed DSROpt
cheduling algorithm to determine the optimal forward decision ℎ𝑘∗𝑖𝑗 .

.2. Network utility maximization

We aim to maximize the network utility as presented in P0. How-
ver, since the forward decisions are spatio-temporally correlated,
.e., the current decision is affected by decisions made in previous time
lots and upstream nodes, and eventually affects the overall network
tility. Therefore, it is difficult if not impossible to find the optimal
cheduling policy at every node for every packet given the large
cheduling space, stringent delay requirement, and network dynamics.

To this end, we transform the utility maximization problem and
et each node computes the optimal forward decision for each packet.
pecifically, at time slot 𝑡, we represent each forward decision ℎ𝑘𝑖,𝑗 ∈
̂ 𝑖 by a cost-reward tuple (𝑇 𝑘

𝑖,𝑗 [𝑡], 𝐺
𝑘
𝑖,𝑗 [𝑡]), where 𝐺𝑘

𝑖,𝑗 [𝑡] is the reward
btained for executing ℎ𝑘𝑖,𝑗 . The infinite horizon reward per unit time
ost ratio is then given by

= lim
𝑇→∞

∑𝑇
𝑡=0 𝐺

𝑘
𝑖,𝑗 [𝑡]

∑𝑇
𝑡=0 𝑇

𝑘
𝑖,𝑗 [𝑡]

, (8)

7 This is because the highest priority queue guarantees the minimum delay
pper bound of each hop and is preserved for urgent packets by design (ex-
lained in Algorithm 2), its queue length is sufficient to reflect the congestion
tatus of the corresponding node.
6
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Algorithm 1 DSR routing protocol
1: Input: forward decision set 𝑖 at node 𝑖
2: Output: Forward decision ℎ𝑘∗𝑖𝑗 = (𝑟𝑜𝑢𝑡𝑒, 𝑞𝑢𝑒𝑢𝑒)
3: Upon receiving a packet at the ingress buffer of node 𝑖
4: Read 𝑇𝑏𝑢𝑑𝑔𝑒𝑡, and 𝑇𝑠𝑡𝑎𝑟𝑡 from the packet and router
5: Compute residual delay budget:

𝑇 ∗
𝑏𝑢𝑑𝑔𝑒𝑡 = 𝑇𝑏𝑢𝑑𝑔𝑒𝑡 − (𝑇𝑛𝑜𝑤 − 𝑇𝑠𝑡𝑎𝑟𝑡)

6: Set 𝑇𝑡ℎ𝑙𝑑 = min{𝑇 ∗
𝑏𝑢𝑑𝑔𝑒𝑡,Cost∗(𝑟)}

7: (Part 1: Route filter)
8: for each 𝑟𝑜𝑢𝑡𝑒 in 𝛺𝑖 do
9: Let 𝐶𝑜𝑠𝑡 = Cost(𝑟𝑜𝑢𝑡𝑒);

10: if 𝐶𝑜𝑠𝑡 > 𝑇𝑡ℎ𝑙𝑑 then
11: remove 𝑟𝑜𝑢𝑡𝑒 from 𝛺𝑖
12: end if
13: end for
14: if 𝛺𝑖 = ∅ then
15: Drop packet
16: end if
17:
18: (Part 2: Congestion-aware route selection)
19: Obtain 𝛺𝑖
20: for route 𝑟𝑗 ∈ 𝛺𝑖 do
21: if 𝛾𝑗 = 1 then
22: Remove 𝑟𝑗 from 𝛺𝑖
23: end if
24: end for
25: Compute 𝑇ℎ𝑜𝑝(𝑗) = 𝑇ℎ𝑜𝑝(𝑗) = 𝑇 ∗

𝑏𝑢𝑑𝑔𝑒𝑡 − Cost(𝑟𝑗 )
26: for ℎ𝑘𝑖,𝑗 ∈ 𝑖 do

27: Compute 𝑇 𝑘
𝑖,𝑗 [𝑡] = (1 + 𝛾𝑗 ) ⋅

𝑄𝑘
𝑖,𝑗 [𝑡]⋅PktSize

𝑤𝑘⋅𝑅
8: if 𝑇 𝑘

𝑖,𝑗 [𝑡] > 𝑇ℎ𝑜𝑝(𝑗) then
29: Remove ℎ𝑘𝑖,𝑗 from 𝑖
0: end if
1: end for
2: Obtain ̂𝑖
3: if ̂𝑖 = ∅ then
4: Drop packet
5: else
6: Run DSROpt(H𝑖)

37: Return: Routing decision ℎ𝑘∗𝑖𝑗 = (port 𝑗, queue 𝑘).
8: end if
9: Enqueue packet to queue 𝑘 at port 𝑗

assuming the limit exists. In this context, the overall network utility can
be improved if 𝜃𝑖 at each node 𝑖 ∈  is maximized. Note that to avoid
the divide-by-zero issue, we set 𝑇 𝑘

𝑖,𝑗 [𝑡] = 1 if the queue is empty.
In other words, we decouple the end-to-end network utility maxi-

mization problem in P0 into a series of subproblems, where the reward
per unit time cost ratio at each node is maximized. Therefore, P0 can
be rewritten as follows

P1: max
ℎ𝑘𝑖,𝑗∈̂𝑖 , 𝑖∈

𝜃𝑖 = lim
𝑇→∞

∑𝑇
𝑡=0 𝐺

𝑘
𝑖,𝑗 [𝑡]

∑𝑇
𝑡=0 𝑇

𝑘
𝑖,𝑗 [𝑡]

, (9a)

s.t. (𝑇 𝑘
𝑖,𝑗 [𝑡], 𝐺

𝑘
𝑖,𝑗 [𝑡]) ∈ (̂), 𝑡 ∈ {0, 1,… , 𝑇 }, (9b)

where (̂) denotes the set of all possible cost-reward combinations in
the forward decision set ̂. Since the forward decision set is only known
when the packet’s delay requirement is observed and the state of the
system is renewed after executing each forward decision, we identify
each subproblem as a renewal optimization problem [32,33]. However,
due to the randomness of network dynamics and large space of (̂),
t is impractical to find the optimal solution to P1 [33]. To address this
ssue, we propose a heuristic algorithm that maximizes (9a) by learning
rom past forward decisions.
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Algorithm 2 DSROpt scheduling algorithm

1: Input: forward decision set ̂𝑖, 𝜂
2: Output: forward decision ℎ𝑘𝑖,𝑗
3: Initialize 𝜙, 𝜙′ = 0, 𝜃[𝑡] ∈ [𝜃min, 𝜃max],
4: for each decision ℎ𝑘𝑖𝑗 ∈ ̂𝑖 at node 𝑖 do
5: Compute 𝑇 𝑘

𝑖,𝑗 [𝑡] and 𝐺𝑘
𝑖,𝑗 [𝑡] using (6) and (11)

6: Let 𝜙 = 𝐺𝑘
𝑖,𝑗 [𝑡] − 𝜃[𝑡]𝑇 𝑘

𝑖,𝑗 [𝑡]
7: if 𝜙 ≥ 𝜙′ then
8: 𝜙′ = 𝜙,port = 𝑗, queue = 𝑘
9: end if

10: end for
11: Update 𝜃[𝑡 + 1] =

[

𝜃[𝑡] + 𝜂(𝐺𝑘
𝑖,𝑗 [𝑡] − 𝜃[𝑡]𝑇 𝑘

𝑖,𝑗 [𝑡])
]𝜃max

𝜃min
12: Return: decision ℎ𝑘𝑖,𝑗 = (port 𝑗, queue 𝑘)

4.2.1. Delay laxity-based reward function
We first discuss the design of our reward function which will be used

in our proposed scheduling algorithm. We focus on the scheduling of
DS packets in this paper, as the NDS packets are directly forwarded to
the BE queue. Since there are multiple priority queues for transmitting
DS packets, it is unfair to use the same reward function to measure the
output gain of successful transmissions of DS packets using different
priority queues.8 In this regard, we define a metric called profit to
measure the true return of using each queue. Let  = {𝑃1, 𝑃2,… , 𝑃𝐾}
be the set of profit to use each queue from high priority to low priority
and 𝑃1 < 𝑃2 < ⋯ < 𝑃𝐾−1.9 Furthermore, we define a delay laxity as
denoted by

𝐿𝑘
𝑖𝑗 |ℎ𝑘𝑖𝑗

= 𝑇ℎ𝑜𝑝(𝑗) − 𝑇 𝑘
𝑖,𝑗 , ℎ𝑘𝑖𝑗 ∈ ̂𝑖 (10)

as the residual per-hop delay budget, which is helpful in measuring the
urgency of each DS packet [34,35]. Finally, we define the reward func-
tion for successfully transmitting the DS packets of choosing decision
ℎ𝑘𝑖𝑗 from ̂𝑖 as follows

𝐺𝑘
𝑖,𝑗 |ℎ𝑘𝑖𝑗

= 𝑃𝑘 ⋅ 𝐿
𝑘
𝑖𝑗 = 𝑃𝑘 ⋅ (𝑇ℎ𝑜𝑝(𝑗) − 𝑇 𝑘

𝑖,𝑗 ), ℎ
𝑘
𝑖𝑗 ∈ ̂𝑖. (11)

The goal of such design is to first use the lower priority queues when
available while preserving the higher priority queues for the urgent
packets yet to come.

4.2.2. Renewal optimization based scheduling algorithm
Each router in the DSR network is essentially a renewal system that

updates its state, i.e., queue status, after executing each forward deci-
sion. But due to network randomness and lack of packet knowledge, it is
impractical to find the optimal scheduling strategy that maximizes (9a).
To this end, we develop a heuristic scheduling algorithm DSROpt based
on renewal optimization as shown in Algorithm 2.

Although packet arrival is unknown, the cost-reward pairs of all
possible combinations are bounded. For example, the output gain for
each DS packet is bounded by

𝐺𝑘
𝑖,𝑗 |ℎ𝑘𝑖𝑗

∈ [𝐺min, 𝐺max] = [0, 𝑃𝐾 ⋅max{𝑇ℎ𝑜𝑝}], ℎ𝑘𝑖𝑗 ∈ ̂𝑖.

Similarly, the time cost 𝑇 𝑘
𝑖,𝑗 is bounded by [𝑇 1

𝑖,𝑗 , 𝑇
𝐾
𝑖,𝑗 ], where 𝑇 1

𝑖,𝑗 and 𝑇𝐾
𝑖,𝑗

are the delay upper bounds maintained by the highest priority queue
and the lowest priority queue, respectively.

Assume the tuple
{

𝑇min, 𝑇max, 𝐺min, 𝐺max
}

is fixed at each node,
where

𝑇min = min
{

𝑇 𝑘
𝑖,𝑗 |𝑖, 𝑗 ∈  , 𝑘 ∈ 

}

,

8 Otherwise, the high priority queues are more likely to be selected as they
rovide smaller delay upper bounds.

9 For simplicity, we set the profit of each DG queue to be inversely
roportional to the weight assigned to them, i.e., 𝑃 = 1∕𝑤 .
7

𝑘 𝑘
Fig. 5. 3 × 3 grid topology.

max = max
{

𝑇 𝑘
𝑖,𝑗 |𝑖, 𝑗 ∈  , 𝑘 ∈ 

}

,

min = min
{

𝐺𝑘
𝑖,𝑗 |𝑖, 𝑗 ∈  , 𝑘 ∈ 

}

,

𝐺max = max
{

𝐺𝑘
𝑖,𝑗 |𝑖, 𝑗 ∈  , 𝑘 ∈ 

}

.

Let

𝜃min = min
{

𝐺min
𝑇max

,
𝐺min
𝑇min

}

, 𝜃max = max
{

𝐺max
𝑇max

,
𝐺max
𝑇min

}

denote the minimum and maximum reward per unit time cost ratio,
respectively. Then the optimal 𝜃∗ satisfies the condition 𝜃min ≤ 𝜃∗ ≤
𝜃max if exists.

Note that always choosing the decision which yields the maximum
reward does not necessarily maximize 𝜃 over time given the tempo-
ral correlations between forward decisions. To solve the optimization
problem in P2, an iterative approach proposed in [33] is adopted,
where 𝜃∗ can be approached by constantly selecting the cost-reward
pair that maximizes the reward gradient 𝜙 = 𝐺𝑘

𝑖,𝑗 [𝑡]−𝜃[𝑡]𝑇 𝑘
𝑖,𝑗 [𝑡]. In other

ords, the router determines the optimal forward decision by solving
he following problem

2: max
ℎ𝑘𝑖,𝑗∈̂

𝐺𝑘
𝑖,𝑗 [𝑡] − 𝜃[𝑡]𝑇 𝑘

𝑖,𝑗 [𝑡], (12a)

s.t. (𝐺𝑘
𝑖,𝑗 [𝑡], 𝑇

𝑘
𝑖,𝑗 [𝑡]) ∈ (̂). (12b)

ere 𝜃[𝑡] is updated after each decision

[𝑡 + 1] =
[

𝜃[𝑡] + 𝜂[𝑡](𝐺𝑘
𝑖,𝑗 [𝑡] − 𝜃[𝑡]𝑇 𝑘

𝑖,𝑗 [𝑡])
]𝜃max

𝜃min
, (13)

here 𝜂 is the step size of each iteration and [𝑥]𝜃max
𝜃min

denotes the
ormalization of 𝑥 within the range of [𝜃min, 𝜃max]. The convergence of
he update rule (12) is discussed in Appendix. Such an opportunistic
nline learning approach is effective because the historical decisions
re included in the optimization objective. The complete scheduling
lgorithm is summarized in Algorithm 2. To be more specific, each
ode 𝑖 ∈  initializes the reward per time cost ratio 𝜃[𝑡] by randomly
electing a value from the range [𝜃min, 𝜃max] at 𝑡 = 0. To determine the
ptimal forward decision for a DS packet received at time slot 𝑡, the
ode first computes the weighted queue delay 𝑇 𝑘

𝑖,𝑗 [𝑡] and output gain
𝑘
𝑖,𝑗 [𝑡] for each available forward decision ℎ𝑘𝑖,𝑗 ∈ ̂𝑖 of the packet. Then,

t selects the forward decision that solves P2 and updates 𝜃[𝑡] according
o (13).

. Performance evaluation

In the experiment, we implemented the proposed DSR network
sing the NS-3 network simulator [36]. Three priority queues including
wo DG queues and one BE queue are deployed at each port of each
outer. Note that the model can be easily extended with more priority
ueues to achieve a finer-granularity performance.

We compare the performance of DSROpt scheduling algorithm (de-
oted by DSR in our simulation results) with three BP-based schedul-
ng algorithms such as the finite-buffer max-weight algorithm [21]
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Fig. 6. Simulated U.S. backbone network.

Table 2
Network configurations.

Parameters DG queue 1 DG queue 2 BE queue

Weight 0.5 0.3 0.2
Buffer size (packet) 6 17 100

Network type Source Destination

Grid 𝑛2 , 𝑛0 , 𝑛1 𝑛6 , 𝑛7 , 𝑛8
Mesh 𝑛0 , 𝑛2 , 𝑛5 , 𝑛6 𝑛17 , 𝑛20 , 𝑛23 , 𝑛25

(denoted by MAX), sojourn-time-based BP algorithm [22] (denoted
by TBP), MW+BP algorithm developed in [25] (denoted by MBP),
nd one greedy algorithm denoted by GRD which always selects the
oute/queue with the highest reward calculated by Eq. (11). All algo-
ithms are implemented based on the proposed DSR network architec-
ure with priority queues. In addition, we use a single-queue network
hat adopts OSPF routing protocol (denoted by BEF) for packet delivery
s the benchmark in our experiment. Since we assume a static network
opology and link cost in our experiment, OSPF provides comparable
erformance as a centralized routing algorithm in static networks.

.1. Network configurations

We consider two types of network topology in the experiments,
.e., a 3 × 3 grid network and a 26-nodes mesh network as shown in

Figs. 5 and 6, respectively. Every router in both networks has the same
configurations as summarized in Table 2. The buffer size and weight
assigned to each queue are 1200, 3400, and 20 K bytes, and 0.5, 0.3, and
.2, respectively. The link rate of all links in both networks is fixed at
0 Mbps unless mentioned otherwise. All packets have the same size of
00 bytes. Therefore, the DG queues guarantee a per-hop delay upper
ound of 2 ms and 10 ms, respectively. The propagation delay of each
ink is randomly selected from a [3, 5] ms range.

We use the (Src,Dst) pair to indicate the source–destination con-
ection in our experiments. In the grid network, (𝑛2, 𝑛6) is used as
ur target pair, i.e., (𝑆0, 𝐷0) as shown in Fig. 5, for analysis while
hree other pairs (𝑛0, 𝑛6), (𝑛1, 𝑛7), and (𝑛2, 𝑛8) are set to simulate the
ackground traffic in the network. In the mesh network, (𝑛0, 𝑛25) is

the target pair. Three pairs (𝑛2, 𝑛20), (𝑛5, 𝑛17), and (𝑛6, 𝑛23) are used for
simulating background traffics. Note that in our experiments, we only
evaluate the performance of the target pairs.

5.2. Performance metrics

Several performance metrics are defined to measure the perfor-
mance of each algorithm: (1) the e2e delay of each DS packet, (2)
the average e2e delay of all DS packets and their standard deviation,
and (3) the goodput calculated by total received bits

total Tx time . We also define the
performance gain as 𝑎1𝑁DS +𝑎2𝑁NDS, where 𝑎1 and 𝑎2 (𝑎1 > 𝑎2) are the
utility gain for successfully receiving DS packet and NDS packet at the
destination. In our experiments, we fix 𝑎1 = 3, 𝑎2 = 1. Note that all DS
packets that exceed their delay budget are discarded in the network or
8

at the receiver side, i.e., are not considered in performance evaluations.
Table 3
Experiment settings.

Impact of Target pair Background pair

Bursty traffic Base rate: 5 Mbps
Bursty range: 1∼15 Mbps
Base rate: 1 Gbps
Bursty range: 0∼2.5 Gbps

Base rate: 10 Mbps
Bursty range: 1∼5 Mbps
Base rate: 1 Gbps
Bursty range: 0∼0.5 Gbps

Traffic density Base rate: 10 Mbps Base rate: 5 Mbps
(DS) Increase by 1 Mbps
(NDS) Increase by 2 Mbps

Delay budget Base rate: 10 Mbps

Delay budget reduce by
2 ms per epoch

(DS) Base rate: 5 Mbps
Bursty range: 1∼15 Mbps
(NDS) Base rate: 10 Mbps
Bursty range: 1∼5 Mbps

NDS traffics Base rate: 5 Mbps
Increase 2 Mbps per epoch

(DS) Base rate: 5 Mbps
(NDS) Base rate: 10 Mbps

5.3. Simulation results and analysis

We designed four experiments to evaluate our proposed delay-
guaranteed solution. Specifically, we tested its delay and goodput
performance under bursty traffic, different traffic volumes, various
delay requirements, and co-existence with NDS traffic. Each experi-
ment consisted of several simulation rounds with different settings,
called epochs. All experiments used UDP traffic and their settings
are summarized in Table 3. In addition, we select two representative
algorithms, TBP and BEF, to show their standard deviations in end-to-
end delay. TBP is selected because it leverages the local queuing delay
to make scheduling decisions and it performs the second best in our
experiments.

5.3.1. Impact of bursty traffic
In this experiment, we verify the performance of DSROpt scheduling

algorithm under bursty traffic using the 3 × 3 grid topology. Both
target and background traffic pairs transmitted DS packets with bursty
sending rates. The target source node transmitted 50 000 packets at a
base rate of 5 Mbps and an additional bursty rate of 1 ∼ 15 Mbps. The
background traffic pairs had a base rate of 10 Mbps and an additional
bursty rate of 1 ∼ 5 Mbps. All DS packets required a 30 ms end-to-end
delay performance.

The simulation results are presented in Fig. 7, where our algorithm
achieves the best delay and goodput performance compared with other
algorithms. As shown in Fig. 7(a), DSROpt guarantees the most DS
packets delivery up to 98% within 30 ms. GRD, MBP, and TBP show
similar performances guaranteeing around 82% of the DS packets while
MAX achieves 76% of e2e delay guarantee. BEF only guarantees 59%
of the packets due to severe packet drop caused by congestion and
bufferbloat.

Without loss of generality, we also compare the average delay and
goodput performances of all algorithms as shown in Fig. 7(b). As
expected, DSROpt shows the highest goodput up to 8.2 Mbps while
GRD, MBP, and TBP give similar goodput around 7.2 Mbps. MAX
shows a worse goodput performance of 6.7 Mbps. BEF gives the worst
goodput performance of 5.2 Mbps. As for the average e2e delay, the
BP-based scheduling algorithms achieve similar delay performances,
among which MAX shows slightly better performance as it achieves
load balance using the queue-length gradient. Overall, the proposed pri-
ority queue-based network outperforms the single-queue network be-
cause the upstream nodes are able to change routes for the DS packets.
DSROpt outperforms other algorithms thanks to its congestion-aware
design which helps to avoid congested paths to improve goodput.

In addition, we verify the scalability of our network architecture and
DSROpt scheduling algorithm using a high link rate network setting.
Each link has a rate of 2 Gbps. The target source application transmits
DS data packets with a bursty sending rate ranging from 1.0 ∼ 3.5 Gbps
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Fig. 7. Comparisons under bursty traffic.

Fig. 8. QoS performances with high link rate.
9

Fig. 9. QoS performance comparison using mesh network.

and the background traffics have a sending rate of 1 ∼ 1.5 Gbps. The
goodput and delay performances of DSROpt and other algorithms are
shown in Fig. 8. The results show that DSROpt has good scalability and
is able to maintain high goodput and low e2e delay in high data rate
network settings.

5.3.2. Impact of traffic density
In this experiment, we use the mesh network topology to verify the

performance of DSROpt under various traffic densities. In the target
pair, the source node transmits 10 000 DS packets with a delay budget
of 45 ms to the receiver at a fixed sending rate of 10 Mbps in each
epoch. As for the background pairs, both DS and NDS applications are
deployed. The sending rate of the DS and NDS application increases by
1 Mbps and 2 Mbps at each epoch from 5 Mbps, respectively.

Fig. 9(a) shows the delay performance. The e2e delay of BEF in-
creases quickly because all traffic uses the same queue for packet
transmission and OSPF always chooses the shortest path for packets
routing, which can easily result in network congestion when the packet
arrival rate exceeds the link capacity, leading to a long queue delay
and bufferbloat. This also accounts for the large end-to-end delay
variance in each epoch. BP-based algorithms (GRD, MAX, TBP, and
MBP) show similar performances, degrading from the 5th epoch when
the aggregated sending rate exceeds link bandwidth. DSROpt performs
best throughout the experiment, reducing end-to-end delay by up to
22.5% compared to BP-based scheduling algorithms.
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Fig. 10. Comparisons under different delay budgets.

Fig. 9(b) shows the goodput performance. BEF performs the worst
due to heavy congestion and packet drops as traffic density increases.
MAX, GRD, and MBP show similar patterns as the sending rate grows,
with GRD experiencing more rapid performance degradation due to
congestion. TBP has better goodput performance with slower degrada-
tion because it considers each DS packet’s sojourn time and schedules
urgent packets to higher priority queues, reducing delay outage drops.
On the other hand, DSROpt maintains the highest goodput throughout
the experiment and is only reduced by 0.8 Mbps until the last epoch.
Overall, DSROpt achieves a goodput increase of up to 26.4% over
BP-based scheduling algorithms.

5.3.3. Impact of delay requirements
Furthermore, We show the impact of the delay requirements using

the mesh network topology. Similar to the previous settings, the target
pair transmitted 20 000 DS packets at a fixed rate of 10 Mbps while the
background pairs transmitted 10 000 mixed DS and NDS packets at a
varying rate of [10, 30] Mbps in each epoch. The delay budget for the
target application decreased from 50 ms to 40.10 The simulation results
are shown in Fig. 10.

Overall, GRD, MAX, TBP, and MBP show similar delay and goodput
performance. All experience rapid goodput degradation when the delay

10 Note that the minimum e2e cost that can be guaranteed for the target
pair is 40 ms.
10
Fig. 11. QoS performance comparisons on DiffServ property for DS applications.

budget is less than 44 ms, approaching the target pair’s minimum delay
cost to reach the destination. DSROpt maintains a good performance,
reducing delay by up to 28.1% and improving goodput by up to 47.5%
compared to other BP-based scheduling algorithms. It maintains a
goodput of 9 Mbps when the delay budget is 40 ms while BP-based
algorithms degrade to less than 7 Mbps. This is because DSROpt consid-
ers each packet’s delay requirement and temporal correlations among
forward decisions for scheduling. On the other hand, BP algorithms
aim to minimize per-hop time cost in scheduling packets, frequently
occupying high-priority queues and leading to goodput degradation
when the delay budget is small.

5.3.4. Differentiated service
The DSR network architecture can provide DiffServ to both DS and

NDS traffic simultaneously and achieves the highest performance gain
using DSROpt. We verify this property using the grid topology shown
in Fig. 5. Two applications, one DS with a delay requirement of 35 ms
and one NDS, are deployed at the target and background pairs. In each
epoch, we increase both applications’ sending rate by 2 Mbps from
5 Mbps for the target pair. The background pairs’ sending rates are fixed
at 5 Mbps for the DS application and 10 Mbps for the NDS application.
We evaluate both applications’ QoS metrics for the target pair and only
compare DSROpt with the BP-based scheduling algorithms.

The QoS performances of DS applications are presented in Fig. 11.
As shown in Fig. 11(a), the average e2e delay achieved by all algo-
rithms increases in each epoch due to the longer queuing delay. GRD
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Fig. 12. QoS performance comparisons on DiffServ property for NDS applications.

achieves the least delay when the network is less congested but quickly
grows to the highest as the sending rate increases due to its greedy ex-
ploration strategy causing congestion and long queuing delays. DSROpt
performs best when the network becomes more congested because it
considers both downstream and current node congestion when making
forward decisions. As for the goodput performance shown in Fig. 11(b),
all algorithms have similar performances when the network is under-
loaded. BP-based algorithms gradually diverge when network traffic
exceeds link capacity from the 4th epoch. MBP degrades quickly from
the 5th epoch when the target pair’s aggregated sending rate exceeds
20 Mbps and the rest saturate from the 6th epoch. DSROpt shows
an approximately linear goodput increase, reaching up to 16.2 Mbps
when the DS packet sending rate is 17 Mbps, with TBP achieving the
second-best goodput of 16 Mbps.

In terms of NDS applications, the QoS performance presents a
different pattern as shown in Fig. 12. Two groups, GRD and MBP,
and MAX and TBP, show similar performances in delay and goodput,
respectively. All algorithms show low goodput and increasingly high
end-to-end delay as the sending rate grows due to a single queue and
shortest path being used for NDS packet transmission. The MAX and
TBP group, in particular, sees a sharp delay increase when the send-
ing rate increases because they heavily exploit optimal queues/routes
for DS packet transmission while starving low-priority queues trans-
mitting NDS packets. On the other hand, DSROpt achieves the best
performances in both e2e delay and goodput compared to the BP-
based scheduling algorithms because it considers the mutual impact of
11
Fig. 13. Performance gain achieved by different algorithms.

forward decisions by maximizing the long-term reward per unit time
cost ratio at each node, maintaining good performance for both DS and
NDS applications.

We also compared the network performance gain achieved by dif-
ferent scheduling algorithms as shown in Fig. 13. DSROpt achieves the
best performance, 10.2% higher than MBP. Although the pattern varies
by tuning the utility gain (i.e., 𝑎1 and 𝑎2) of DS and NDS packets,
DSROpt always performs best. We can conclude that DSR can provide
DiffServ to different applications with different delay requirements.

6. Conclusion

In this paper, we propose DSR, a novel distributed, congestion-
aware, and delay-guaranteed solution for time-sensitive applications.
DSR adopts priority queues with fixed buffer sizes to provide DiffServ
and per-hop delay upper bounds and explores path diversity in the
network to achieve multiplex gain. To reduce the time complexity and
avoid the loop problem, a filter algorithm is developed to filter out
unsuitable routes. In addition, DSR addresses the congestion problem
in the network by introducing a virtual queue manager that exchanges
the local queue information of each node to reflect the congestion status
of the neighborhood and accommodate route selection. Given the rich
set of forward decisions at each hop, we aim to maximize the overall
network utility by finding the optimal routing and scheduling strategies
under the e2e delay constraint. However, due to the randomness of
network dynamics and the large decision space, it is impractical to
find the optimal forward decision for every packet at each hop. In
this regard, we solve the network utility maximization problem using
a heuristic approach by decoupling it into a set of subproblems that
maximizes the reward per unit time cost ratio at each hop, where
each subproblem is essentially a renewal optimization. To this end,
we develop a novel scheduling algorithm named DSROpt that solves
the renewal optimization problem and determines the optimal forward
decision for each packet jointly considering its delay requirement,
downstream congestion status, and local queue information.

To verify the performance of DSR and DSROpt, we implement a pro-
totype on NS-3 and compare it with the state-of-the-art via simulations.
The results show that DSROpt guarantees the e2e delay requirements
while achieving the highest goodput and performance gain in various
experiments. In our current simulation, routers exchange the neighbor
queue information continuously and instantaneously. Such simplifica-
tion may affect the performance of DSR in practice, since the queue
length varies quickly due to bursty traffic. The delayed congestion
status feedback can result in poor forwarding decisions which requires
further research. In addition, it is worth further investigating how to
leverage more control functions such as congestion control and active
queue management to further improve network efficiency.
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Appendix

For a node in the network, let 𝑢 be a constant value that satisfies
1
2
E[(𝐺[𝑡] − 𝜃[𝑡]𝑇 [𝑡])2] ≤ 𝑢, (14)

where 𝐺[𝑡] and 𝑇 [𝑡] are the reward and time cost of scheduling a
packet at time slot 𝑡, and 𝜃[𝑡] is the reward-per-time-cost ratio that is
updated after each scheduling decision. 𝑢 exists as 𝐺[𝑡], 𝑇 [𝑡], and 𝜃[𝑡]
are bounded by design.

Denote 𝑧𝑡 =
1
2E[(𝜃[𝑡]− 𝜃∗)2] as the mean square error of 𝜃[𝑡] and the

optimal 𝜃∗ that can be obtained, where 𝑧𝑡, 𝑡 = 0, 1,… satisfies [33]

𝑧𝑡+1 ≤ (1 − 2𝑇min𝜂[𝑡])𝑧𝑡 + 𝜂[𝑡]2𝑢, ∀𝜂[𝑡] > 0, (15)

where 𝜂[𝑡] is the step size defined in (12). When a fixed step size,
e.g., 𝜂[𝑡] = 1

2𝑇min
, is adopted, we have

𝑡+1 ≤
𝑢

4𝑇 2
min

, (16)

.e., 𝑧𝑡 is upper bounded. Similarly, the convergence of 𝑧𝑡 can be proved
hen a varying step size is adopted.

Suppose 𝑧𝑡 ≤
𝑏

𝑡⋅𝑇 2
min

, then we prove 𝑧𝑡+1 is also upper bounded. Let

𝜂[𝑡] = 1
(𝑡+2)𝑇min

, then

𝑡+1 ≤ (1 − 2𝑇min𝜂[𝑡])𝑧𝑡 + 𝜂[𝑡]2𝑢

= ( 𝑡
𝑡 + 2

)𝑧𝑡 +
𝑢

(𝑡 + 2)2𝑇 2
min

≤ ( 𝑡
𝑡 + 2

) 𝑢
𝑡 ⋅ 𝑇 2

min

+ 𝑢
(𝑡 + 2)2𝑇 2

min

=
𝑢(𝑡 + 3)

(𝑡 + 2)2𝑇 2
min

≤ 𝑢
(𝑡 + 1) ⋅ 𝑇 2

min

(17)

t is obvious that a faster convergence can be achieved using a varying
tep size.
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