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Abstract— Multi-homing technologies are promising to support
seamless handoff and non-interrupted transmissions. Scheduling
packets across multiple paths, however, has the known issue of
out-of-order (OFO) due to the heterogeneity of the paths, which
is detrimental to users’ quality of experience (QoE). Wireless
link characteristics undergo a fast change over time in mobile
environments, thus aggravating the OFO issue. In this paper,
we present a novel mobility-aware multipath QUIC (MMQUIC)
framework in which interactions between link and transport
layers are introduced so that the scheduler at a mobile sender
is aware of uplink variations, and a new ACK packet structure
is designed to inform the scheduler of downlink variations when
the receiver is mobile. Based on MMQUIC, a Mobility-Aware
Multipath Scheduler (MAMS) is developed, which forecasts the
path conditions in successive time slots based on historical and
current end-to-end (E2E) path conditions, along with wireless
uplink/downlink conditions, and pre-allocates packets on multiple
paths accordingly. We conduct a series of experiments to evaluate
the performance of MAMS using network simulator 3 (ns-3).
Simulation results demonstrate that MAMS effectively leverages
the information related to mobility, achieving substantial per-
formance gains w.r.t. the goodput and packet delay distribution
under different mobility patterns.

Index Terms— Out-of-order, multipath QUIC, packet schedul-
ing, goodput, mobility management.

I. INTRODUCTION

THE next-generation cellular networks, 6G, are envisioned
to provide ubiquitous communication coverage around

the world [1]. End users can leverage various access networks,
such as unmanned aerial vehicle (UAV) swarms and dense
terrestrial networks (e.g., LTE and WiFi). On the other hand,
not only end-users are mobile in 6G, but also even backbones
(e.g., satellite networks) and access networks (e.g., UAV) could
also be mobile, which leads to frequent handoffs and possi-
ble connection breakages [2], [3]. In this case, multihoming
technologies, such as multipath TCP (MPTCP) [4] and multi-
path QUIC (MPQUIC) [5], have a great potential to support
seamless connectivity migration without interruption [6], [7].
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However, different paths may have drastically different
characteristics. When scheduling packets onto multiple paths,
the issue of out-of-order (OFO) arrivals at the multihomed sink
node is prevalent and problematic [8], [9], [10], [11], [12],
[13]. A stable goodput, that is, the amount of in-order packets
received at the transport layer per time unit, is preferable
for many applications, e.g., web browsing, video streaming,
gaming, and other delay-sensitive applications.

To deal with the OFO issue, state-of-the-art multipath
schedulers, e.g., BLEST [9], DAPS [10], and OTIAS [11],
applied the idea of Earliest Delivery Path First (EDPF) [14].
Specifically, they try to estimate the arrival time on each path
in the successive time slots by obtaining path characteristics
such as propagation delay, queuing delay, and congestion
window (cwnd) from acknowledgments (ACKs). Then, the
packet with the smallest sequence number is placed on
the path with the earliest arrival time so that packets can
arrive in sequence. Their estimation models cannot cover the
scenarios with complicated packet loss events. Inspired by
that, DPSAF [12] developed a loss-based throughput estima-
tion model in conjunction with a SACK feedback detection
mechanism, mitigating the OFO issue in lossy heteroge-
neous networks. Considering retransmission timeout (RTO),
LATE [13] redesigned a more comprehensive transmission
model to estimate the expected throughput on each path and
schedule packets accordingly. However, in the mobile environ-
ment, the above schedulers fail to cope with the challenges
raised by the user or network mobility. For instance, packet
losses may arise from either handoff procedures when signal
strength is too weak on an access link, or from overflow
dropping when a link data rate reduction causes the access link
to be congested [15]. The presence of different types of loss
events and dynamic loss rates in a mobile scenario conflicts
with the assumption of a stationary packet loss process in the
existing schedulers.

In this paper, by extending our previous work [16] to address
more challenging cases, i.e., both uplinks and downlinks are
affected by mobility, we propose a Mobility-Aware Multipath
Scheduler (MAMS) for MPQUIC. The main contributions of
this paper are three-fold:

• We present a novel mobility-aware multipath QUIC
(MMQUIC) framework, which allows the transport layer
agent to obtain uplink variations when the sender is in
motion. In the case that the mobile user is a receiver,
MMQUIC redesigns the ACK packet so that the sender on
the other end can be informed about downlink variation
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caused by the mobility of the receiver or the access
network.

• On top of MMQUIC, we develop the MAMS scheduler
for goodput enhancement. Being aware of link variations,
MAMS can better estimate error rate, and retransmis-
sion delay, as well as the capacity of bottleneck links.
Then, MAMS uses a probabilistic model to estimate the
expected throughput of each path under the impact of
mobility. After that, it makes an intelligent scheduling
decision accordingly to enhance the quality of services.

• We implement the MMQUIC framework and associated
MAMS scheduler by extending the QUIC code [17] in
network simulator 3 (ns-3). Through extensive exper-
iments and performance comparisons, the proposed
MAMS achieves substantial performance gains in terms
of goodput and packet delivery delay compared to the
state-of-the-art schemes.

The rest of this paper is organized as follows. Section II
reviews related works. Section III describes an overview
of the baseline MPQUIC model and our design objective.
Section IV presents the design of the MMQUIC framework.
Section V elaborates on a detailed multipath scheduling
design. Section VI shows numerical results along with anal-
yses, followed by concluding remarks and further research
issues in Section VII.

II. RELATED WORKS

A well-studied multipath transport protocol that provides
in-order delivery services is MPTCP. It is adopted in the
Access Traffic Steering, Switching, and Splitting (ATSSS) [18]
architecture by the 3rd Generation Partnership Project (3GPP)
for ensuring seamless handoff. CMT-SCTP is a stream-aware
multipath transport protocol that can utilize information about
each sub-stream to make better scheduling or congestion con-
trol decisions, as opposed to MPTCP which makes decisions
for each connection [19]. With the ever-increasing demands
for stringent QoS guarantees, a novel streaming-aware multi-
path transport protocol MPQUIC was proposed. Compared to
MPTCP, MPQUIC is more desirable in mobile environments
for two reasons: First, MPQUIC spends 1 RTT to initialize
a subflow if the subflow has never been established before,
or 0 RTT otherwise. In the event of a handover failure,
MPQUIC would consume 0 RTT to restore the disconnected
subflow. Furthermore, each MPQUIC connection is associated
with a 64-bit connection ID (CID) instead of a four-tuple
set [15]. Thus even if the address and/or port are changed
due to mobility, the connection remains active.

For multipath transmission protocols, the reordering issue
has been an active research topic with three categories of
approaches: congestion control, path scheduling design, and
forward error correction (FEC) based multipath techniques.

Congestion control for multipath protocols aims to adjust
the sending rate across multiple paths to minimize the reorder-
ing delay at the receiver and improve the goodput. Authors
in [20] observed that the goodput is near optimal when the end-
to-end delays of two transmission paths are very close. Hence,
they proposed a cwnd adaptation algorithm for the MPTCP
source (CWA-MPTCP), which dynamically adjusts the cwnd
according to the ratio of the maximum path delay over the

minimum path delay, to mitigate the variation of end-to-end
path delay. Pokhrel [21] took into account the loss and delay
characteristics of the routes, and then employed a queueing-
theoretic approach to proving the relationship between the
queue size and reordering delay, which can be the guidance for
sending rate adjustment. Recently, DEFT [22] formulated the
reordering issue as an optimization problem and proved that
the reordering delay is minimized if the equilibrium round-
trip-time (RTT) of all paths is equalized, which aligns with
the principle of the former designs. However, equalizing the
RTT of all paths is hard to achieve in practice due to random
events, e.g., link failures, and packet retransmission, etc.

In the context of packet scheduling, the Earliest Delivery
Path First (EDPF) [14] has served as the baseline. Considering
path characteristics such as propagation delay, queuing delay,
and cwnd, EDPF predicts the arrival time over each path and
then selects the path with the earliest arrival time to deliver
the packets with the smallest sequence number, ensuring
packets arrive in sequence. Delay-Aware Packet Scheduler
(DAPS) [10], OTIAS [11], BLEST [9], and STTF [23] fall into
the EDPF category. They suffer from performance degradation
in highly lossy networks as they fail to consider retransmission
delay in their arrival time estimation model. Therefore, EDPF
variants, e.g., DPSAF [12] and LATE [13] were proposed.
DPSAF stresses the importance of packet loss in estimating
packet arrival time over each path especially when the delay
of paths has a large difference. Its loss-based throughput
estimation model in conjunction with SACK feedback detec-
tion can mitigate the OFO issue. DPSAF considers only
two cases: no packet loss and fast retransmission, and it
does not consider RTO. As observed by Padhye et al. [24],
there were more timeout events than fast retransmit events
in almost all of their experimental traces, and the majority
of window decreases are due to time-outs, rather than fast
retransmits. On the other hand, DPSAF chooses the maximum
probability of different cases to conduct the estimation, which
cannot appropriately show the expected value of throughput
within a certain period. To compensate for the limitation of
DPSAF, LATE redesigned the transmission model in which
the situations of fast retransmission and RTO are compre-
hensively discussed. Then it uses a probabilistic approach to
estimate the expected throughput on each path and sched-
ules packets out of order accordingly, further improving the
estimation accuracy and goodput in lossy networks. However,
it mainly focuses on the goodput improvement by minimizing
the reordering delay without consideration of the throughput
maximization.

In addition to applying Automatic Repeat reQuest (ARQ) to
improve reliability, FEC-based multipath approaches precode
enough information in redundant packets to decode the lost
packets with high probability without the need to wait for
retransmissions. For instance, a Reed-Solomon (RS) code
is employed in ADMIT [25], a rateless Raptor code in
FMTCP [26], and a systematic random linear code in SC-
MPTCP [27]. These works demonstrated that FEC is well
suited to maximizing the aggregated goodput across multiple
paths. The closest work to our focus on the OFO issue is
Stochastic Earliest Delivery Path First (SEDPF) which uses the
streaming code [28] to encode the data to reduce the in-order
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Fig. 1. The behavior of MPQUIC in mobile networks.

delivery delay. However, these approaches come at the cost
of bandwidth, which is not desirable for some throughput-
intensive applications in the mobile environment where the
bandwidth fluctuates over time.

Overall, in the mobile environment, it is hard for the above
to cope with changes in the wireless link condition due to
mobility, leading to the prediction errors w.r.t. cwnd or packet
arrival time: it is because conventional layered architecture
does not well support inter-layer interactions. To the best of
our knowledge, there is no existing solution to address the
multipath OFO issue considering the link variations due to
mobility, which motivates this work.

III. SYSTEM MODEL

A. System Overview

Consider a scenario in which access points (APs) and base
stations (BSs) are densely distributed over a certain area,
as shown in Fig. 1, involving various types of communication
technologies, such as WiFi and cellular. A mobile host (MH)
with P interfaces is communicating with a correspondent node
(CN) via APs/BSs and the Internet core network. Since MH
is MPQUIC-enabled, P MPQUIC connections (a.k.a. subflows
or paths) can be established between MH and CN. Within a
short period of time, MH moves along a straight line at a
constant speed towards the same direction. Ra(t) and Rb(t)
represent the Euclidean distance between the MH and its
connected AP and BS, respectively, in real time. Service
outages would occur once the Ri(t), i ∈ {a, b}, exceeds
the maximum coverage distance of the AP/BS. Thus, when
an access link’s received signal-to-noise ratio (SNR) falls
below a certain threshold σi, the associated subflow has to
hand off from the current AP/BS to another. Given these
network settings, we present the MPQUIC scheduling model,
reordering delay model, and problem statement. The main
notations used throughout this paper are listed in Table I.

B. MPQUIC Scheduling Model

The streaming service request coming from the CN node
contains a set of packets, denoted by K = {1, . . . ,K}.1
Let M = {1, . . . ,M} be the set of available MPQUIC

1MPQUIC has two levels of schedulers: stream scheduler and packet
scheduler [29]. The former is to make decisions for each stream, e.g., the
priority of each stream, while the latter is to assign packets of the selected
streams to available paths. In this paper, we adopt the packet scheduling
model, so we map a service request that might consist of multiple resource
streams (e.g., CSS, video, and Javascript) to a set of packets.

TABLE I
THE MAIN NOTATIONS AND DEFINITIONS

paths. Denote by wm and τm the congestion window and
RTT on path m, respectively. To respond to the request, the
scheduling policy Π running at the MPQUIC source has two
responsibilities: First, it selects the path subset P out of M
for data dissemination, i.e., P ⊆ M. Second, the scheduler
makes the decisions about which packets are scheduled onto
path p ∈ P when the path has an available window. The
decisions can be denoted by Θ = ⟨θ1, . . . ,θp, . . . ,θP ⟩ where
θp represents a set of packet numbers assigned to path p.
Therefore, Π can be characterized by a 2-tuple of ⟨P, Θ⟩.

To adapt to network condition changes, the scheduler has
to keep updating Π until the completion of K packets’
transmissions. The frequency to update Π varies for dif-
ferent scheduling algorithms. The MPQUIC Round-Robin
(MPQUIC-RR) [5] and minRTT [30] schedulers refresh θp

for each path independently and asynchronously, i.e., they
change θp right after path p receives new ACKs or on the
event that the path has room for a packet. The independent
scheduling update is undesirable for solving OFO issues,
so BLEST [9], DAPS [10], and LATE [13] update θp for each
path simultaneously after all paths receive ACKs or timeout
signals, which depends on the longest path RTT.

According to the scheduling mechanism adopted by [9],
[10], and [13], the scheduling updating cycle can be indexed
by V = {1, 2, . . .}. Kv , Pv , and Θ(v) represent the set of
remaining buffered data, the updated set of selected paths, and
the updated packet scheduling decision, respectively, at the
start of scheduling cycle v ∈ V . Denote by ∆Tv the time
duration of cycle v, which is determined by the path with
the longest RTT, i.e., max

p∈Pv

{τp}. If there are paths that cannot

receive ACK before the RTO timer triggers, denoted by p′ ∈
Pv , ∆Tv would be regulated by both the timer threshold µp′

and the RTT τp. Hence, we have ∆Tv = max
p,p′∈Pv

{τp, µp′}.
Since MPQUIC allows ACKs to return from different paths,
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not necessarily the original one, ∆Tv could be as low as
(max
p∈Pv

{τp}+ min
p∈Pv

{τp})/2.

Within ∆Tv , each path p ∈ Pv takes one or multiple round
trips to fulfill the transmission task θp ∈ Θ(v) until the task is
finished or the next scheduling cycle v + 1 starts. As a result,
the time on path p during cycle v can be further divided into
round trips, which are indexed by Rp,v = {1, . . . , r, . . . , R}.
Note R depends on the path RTT τp and the window size wp.

C. Reordering Delay Model

Due to the path heterogeneity, the issue of OFO packet
arrivals is predominated in the context of multipath transmis-
sion, leading to the packet reordering delay. Note that path
heterogeneity refers to the differences in RTT, cwnd, and loss
rate over paths.

We denote by δk the reordering delay that packet k due to
heterogeneous routes. It can be expressed with

δk = Dk − ak,p, (1)

where ak,p stands for the arriving time for a packet k ∈ θp,
and Dk means the time that packet k can be delivered to the
upper layer application. Dk is determined by the arrival time
of all preceding k − 1 packets, i.e.,

Dk = max
p1,p2,...,pk∈P

{a1,p1 , a2,p2 , . . . , ak,pk
}. (2)

Let tv be the time in seconds when the v-th scheduling
cycle starts. The time-varying parameters, e.g., Cp, wp and τp

should be rewritten as Cp(tv), wp(tv) and τp(tv), respectively.
For readability, we ignore the notation (tv) in the equations
hereafter.

For a packet k ∈ θp, assuming its sending order is i-th and
its arriving time can be estimated by

ak,p = tv +
i∑

n=2

∆tn,n−1 + OWDp + γk,p, (3)

where ∆tn,n−1, OWDp, and γk,p are defined below.
1) ∆tn,n−1: the packet sending interval between the (n−1)-

th and the n-th packets. If they are sent within the same round
r ∈ Rp,v , the sending interval is dominated by the delay of
sending a packet out over the access link, such as the access
link transmission delay, or the queuing delay if other flows
share the same link. If the two neighboring packets are sent at
different rounds, which means the latter packet needs to wait
for the window availability, ∆tn,n−1 would be dominated by
τp.

2) OWDp: the one-way delay of path p is estimated to
be approximately half of the total delay τp, which includes
propagation delay, queuing delay, and other delays along the
path. In mobile environments, the OWDp among different
paths exhibits large differences and undergoes changes over
time.

3) γk,p: the delay caused by the retransmission of packet k
over path p. Its starting point is the packets’ expected arrival
time and the length depends on the severity of packet loss
which is discussed in Section V-B.

D. Problem Formulation

Given the task of transmitting K packets, our objective is
to find a scheduling policy Π that improves the aggregated
network throughput while minimizing the average reordering
delay, i.e.,

max
Π:⟨P,Θ⟩

V∑
v=1

∑
p∈Pv

qp(∆Tv)
∆Tv

− 1
K

V∑
v=1

∑
p∈Pv

∑
k∈θp

δk (4)

where qp(∆Tv) means the number of packets that successfully
arrive at the receiver through path p within a period of ∆Tv .

Here V refers to the maximum cycles the MPQUIC
sender takes to finish the task of K packets’ transmissions.∑

v∈V
∑

p∈Pv
qp(∆Tv) stands for the total number of pack-

ets arrived at the receiver within V cycles, so we have∑
v∈V

∑
p∈Pv

qp(∆Tv) = K and the first term of (4) is
maximized when

∑
v∈V ∆Tv is minimized.

Remark 1: To minimize the completion time, the intuition
is to select as many paths as possible. However, if the amount
of buffered data is small, employing more paths can result in
poorer performance [31]. First, we sort all paths in ascending
order according to their RTT τm, m ∈ M and obtain the
new path set M′ = {m1, m2, . . . ,mM} in which τa1 ≤
τa2 ≤ τaM

. Given the remaining buffered data Kv at time
tv , the number of elements in the set Kv is denoted by |Kv|.
If |Kv| ≥

∑
m∈M′ qm(∆Tv), we should use all M paths, i.e.,

P =M′, to obtain the maximum aggregated throughput in the
current cycle, thus speeding up the completion in the rest of
scheduling cycles. Otherwise, we choose the number of paths
that is sufficient to finish the buffered data while maintaining
the minimum largest RTT. In this case, the number of selected
paths, P , is expressed with

P = min{P ∗|
P∗∑
i=1

qmi
(∆Tv) ≥ |Kv|}, mi ∈M′ (5)

and thus P = {m1, . . . ,mP } ⊆ M′.
Once P is determined, the minimization of the second term

in (4) is mainly dependent on the design of Θ because Θ
affects the packet scheduling time and arrival time.

Therefore, we conclude that the key to solving the prob-
lem in (4) is to find out qp(∆Tv) for each path in mobile
environments and then design Θ accordingly.

IV. MMQUIC FRAMEWORK

Making an accurate estimation of qp(∆Tv) in mobile net-
works is challenging for two reasons. The first challenge
stems from the different sources of packet losses. For instance,
packet losses may be due to the handoff procedure in which the
signal strength of an access link becomes very weak, or due to
the overflow dropping in access links since MPQUIC has no
knowledge of the link capacity changes. The second challenge
is the time-varying channel capacity resulting from different
mobility patterns.

The above issues boil down to one basic cause: the link
variations are transparent to the transport layer. Therefore,
in this section, we present the MMQUIC framework as shown
in Fig. 2. Similar to MPQUIC and MPTCP, MMQUIC also
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Fig. 2. Overview of the MMQUIC architecture.

follows the conventional TCP/IP layering architecture. The key
contributions of MMQUIC are the components in the dark
gray blocks in Fig. 2 and the established interfaces across
different layers or components. In MMQUIC, schedulers at
the sender side can realize channel condition changes of
both uplinks and downlinks, to make an optimal multipath
scheduling policy. Next, we look at the data delivery process
to illustrate how the MMQUIC-enabled sender is informed of
the variations of uplinks and downlinks.

A. Handling Uplink Variation for the Mobile Sender

The uplink between a mobile sender and its corresponding
access networks may suffer from link quality fluctuations
whenever the mobile sender is moving while transmitting.
To make the MMQUIC layer aware of such fluctuations of the
link layer, as shown in Fig. 2, we use the cross-layer design
philosophy to add an information exchange module between
the two layers. Through the cross-layer design, the channel
states, e.g., transmission power, and fading parameters, can be
timely obtained by the MMQUIC layer and be the input of
the mobility management module which will be discussed in
the next section.

B. Handling Downlink Variation for the Mobile Receiver

In contrast to the case when the sender is in motion, the
mobile receiver will cause the link quality to vary at downlinks
of the last mile. The mobility management module at the
sender cannot be updated with the downlink dynamics directly
in this case. Therefore, we add a component, ACK manage-
ment, which not only incorporates a mobility information field
in each ACK packet but also manages the ACK returned path
to keep the sender informed quickly.

Fig. 3 shows the new MMQUIC ACK packet, consisting of
two blocks: MMQUIC header, and ACK frame. To distinguish
it from the standard QUIC ACK design in [32], we highlight
new fields with dark gray.

1) MMQUIC Header: To make the sender react quickly to
downlink variations to the mobile receiver, MMQUIC tries
to return the ACK packet as soon as possible. It allows
ACK packets to return from any of the paths, including the

Fig. 3. MMQUIC ACK packet structure.

fast path and the slow path, as opposed to MPTCP whose
acknowledgment is supposed to return on the same subflow.
The PID field with a 4-bit length in the header section is
to help the sender identify which subflow the ACK packet
acknowledges. Upon the reception of an ACK, the sender
will examine the PID field and update the subflow states
accordingly.

Moreover, to provide the sender with insights into
the downlink variations, some information regarding the
path bandwidth-delay-product (BDP) information would be
appended in the ACK packet and bounced back from the
receiver. For the backward-compatibility purpose, we leverage
the existing option field in the header to insert the BDP
information. As shown in Fig. 3, three fields related to the
mobility parameters are appended in the MMQUIC header
block, i.e., BDP1, BDP2, and BDP3. These three fields reveal
the bandwidth-delay-product (BDP) of an E2E connection
at present, in 0.5 seconds and 1 second, respectively. This
BDP information keeps updated upon the reception of data
and will be piggybacked to keep the sender informed. Note
that the interval of 0.5 seconds is empirically selected, it is
customizable to choose different values for different scenarios.

2) MMQUIC ACK Frame Structure: The ACK frame struc-
ture inherits the design in [32], with E2E path information
including the largest Acked and gap to the next block, which
indicates the path loss situation and the end-to-end latency,
where the length of N bits denotes a variable length.

V. MAMS SCHEDULER

Using the MMQUIC framework which ensures the sender
is informed, we further develop a Mobility-Aware Multipath
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Scheduler (MAMS) to improve goodput in dynamic wireless
systems. Three major components are included: mobility error
estimation, mobility-aware Markov model for the sender, and
MAMS scheduler.

A. Mobility Error Rate Estimation

In wireless networks, packet losses are often due to wireless
channel fluctuations or path failure but not by link con-
gestion [33]. In other words, the errors caused by mobility
dominate the packet loss rate (PLR). To estimate qp(∆Tv),
we first give an analysis of the mobility-associated loss rate
Λp calculation as follows.

The signal-to-noise ratio (SNR) is a crucial factor in deriv-
ing the packet-level loss rate in wireless channels. In practice,
wireless NICs report the real-time measurements in the chan-
nel state information (CSI) format, which serves as the proxy
of the true SNR [34]. On the other hand, many mathematical
formulas are proposed to derive the bit error rate (BER) based
on SNR and further estimate the PLR. For example, in [35],
the relationship between BER P̄b and SNR is

P̄b =
2

(
1− 1

L

)
log2 L

Q

[√[
3 log2 L

L2 − 1

] [
2SNR

log2 M

]]
, (6)

where L is the number of levels in each dimension of the
M -ary modulation system. Q(x) is the Gaussian error function
and is given by [36]

Q(x) =
∫ ∞

x

1√
2π

e
−y2

2 dy (7)

Under the assumption that FEC coding can recover a few
bits per packet, Λp can be calculated as follows,

Λp = 1− P[at most Ψ bits are erroneous]

= 1−
Ψ∑

i=0

(
Z

i

)
(P̄b)i(1− P̄b)Z−i, (8)

where Z is the length of each packet in bits, and Ψ is the
maximum number of error bits the FEC coding can handle.

Note that it is challenging to use a universal model to esti-
mate BER based on SNR for different wireless technologies
because they have distinct channel models and modulation
mechanisms. In practice, it is more efficient to look into the
SNR-to-BER mapping table to obtain the BER value. There
have been lots of investigations such as [34], [37], and [38]
shed light on the mapping from SNR to BER, which can be
referred to.

B. Mobility-Aware Markov Model for the Sender

As the congestion control algorithm of QUIC inherits TCP’s
mechanism and most implementations of QUIC use the New
Reno variant [39], we model the window behavior for each
MMQUIC subflow based on New Reno congestion control.

The mobility-aware state transition process of MMQUIC
subflow is shown in Fig. 4, in which two main states,

Fig. 4. State transition diagram of MMQUIC subflow.

application-limited (AL) and network-limited (NL), are pre-
sented.2 It is similar to the model in [13], except that the
transition from AL to NL is triggered by not only the conges-
tion loss but also transmission failures due to mobility.

In a network-limited state, four sub-states are defined in the
set Ω as below,

Ω = {Slow Start (SS), Congestion Avoidance (CA),
Fast Recovery (FR), Retransmission TimeOuts (RTO)}

In the presence of packet losses, the time required for a
packet to reach the receiver successfully varies depending
on the severity of the loss event. We denote by wp(sr) the
congestion window over path p given the network state is in
sr (sr ∈ Ω) during the r-th transmission round, TC

⟨sr,p⟩ the
total time consumed by the successful delivery of all wp(sr)
packets, including the initial shot of packet transmission in
round r, and lost packet retransmission delay γp in the next
round r + 1. So TC

⟨sr,p⟩ can be obtained by

TC
⟨sr,p⟩ = τp/2 + γp, (9)

where the relationship between γp and the sub-states sr is
summarized as

γp =


0, if s ∈ {CA, SS},
τp, if s == FR,

RTOp, if s == RTO.

(10)

We refer interested readers to [13] for more discussions
on (10).

C. Calculation on qp(∆Tv)

Given a time budget of ∆Tv , multiple rounds of packets
may be delivered through the path p, and at each round, the
data transmission could suffer from either outage error or
handover loss which is dependent on Λp.

1) Recursive Problem Formulation: Let TB
p (sr) be the

leftover time budget when the r-th round of transmission
starts. At the beginning, when r = 1, we have TB

p (s1) =
d
(TD)
Q+1,2 + OWDj , and at least x1 (x1 ≤ wp(s1)) packets are

delivered in the first round. Then we look into the leftover

2Unlike greedy flows, such as FTP, where the source rate is limited by the
network, the sending rate of some flows (e.g., VoIP) is a function of media
encoding and, thus, may or may not be NL. We refer to the periods where the
source rate is not limited by the network as AL periods. The state transition
from AL to NL is driven by the hybrid packet loss events with rate Λp. The
system transitions back to an application-limited state when the MMQUIC
sender matches its input and output rates (e.g. when the packet backlog is
cleared).
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budget TB
p (s2) which has three possibilities as below,

TB
p (s2) =


TB

p (s1)− τp, if s2 ∈ {CA, SS},
TB

p (s1)− τp, if s2 == FR,

TB
p (s1)−RTOp, if s2 == RTO.

As a result, for the second round, we use su|2 to denote the
possible sub-state of the network system, where u ∈ U =
{1, 2, 3}. Specifically, if u = 1, then su|r ∈ {CA, SS}. If u =
2, then su|r = FR. Otherwise, su|r = RTO.

Comparing TB
p (su|2) with TC

⟨2,p⟩, the sender can determine
whether the second round of transmission is allowed, if so,
all wp(s1)− x1 lost packets during the first round along with
new data sitting in the sending buffer would be sent out in the
second round. Repeatedly, the leftover time budget TB

p (su|r)
( r ∈ {3, 4 . . .}) and the value of xr during each round r are
recalculated, which would be stopped till the time budget is
less than τp/2.

In conclusion, the calculation of the expected number of
qp(∆Tv) is a recursive process. We have

qp(∆Tv) = qp(TB
p (s1))

= x1 +
3∑

u=1

P
(
s1, su|2

)
qp(TB

p (su|2)), (11)

where P
(
s1, su|2

)
represents the probability of network state

transition from s1 to su|2, and qp(TB
p (su|2) can be further

calculated by

qp(TB
p (su|2)) = xu|2 +

3∑
u′=1

P
(
su|2, su′|3

)
·

qp(TB
p (su′|3)). (12)

Then, qp(TB
p (su|r)) is generalized as

qp(TB
p (su|r)) = xu|r +

3∑
u2=1

P
(
su|r, su′|(r+1)

)
·

qp(TB
p (su′|(r+1))),∀r ∈ {2, 3, . . .}, (13)

2) Recursive Problem Decomposition: To get a closed-form
expression for the recursive calculation, we decompose it in
the following way.

We denote by xr the expected number of successfully deliv-
ered packets within the r-th round. qp(∆Tv) is the summation
of xr over all possible rounds, i.e.,

qp(∆Tv) =
rmax∑
r=1

E [xr] , (14)

where the rmax is given by

rmax = ⌊∆Tv/ min{2TC
⟨1,p⟩}⌋ = ⌊∆Tv/τp⌋.

Note that ⌊·⌋ means floor function.
It has been demonstrated that, for mobile users, the wired

parts of both the Cellular and WiFi routes are high-speed and
free from impairments, and the wireless access links to the
AP/BS are the bottlenecks [40], [41], [42]. Therefore, the value
of xr is not only the function of cwnd and loss rate but also
the bottleneck capacity Cp.

Here the transmission rate of wireless links is dynamic as
the distance Rp between MH and APs changes, which is
written as

Cp = η ·Wp log2(1 + SINRp), (15)

where Wp is the allocated channel bandwidth to interface p of
the MH, SINRp in (16) is the received signal to interference
plus noise ratio of the access link, and η ∈ (0, 1) is a
coefficient of the communication system, depending on several
factors, e.g., hardware and software design, as well as the
modulation and coding schemes.

SINRp =
Yp(Ri)−β

σ2 + Ip
, (16)

where Yp stands for the transmission power of interface p, β
is the path loss exponent, σ2 is the background noise on the
frequency channel, and Ip is the associated interference.

Let Φp(sr) be the maximum number of packets that can be
sent out at time t when the path p is in state tr, it is given by

Φp(sr) = min{wp(sr), Cp(t)τp(t)}. (17)

3) xr Calculation: At the very beginning (i.e., r = 1),
the sender just receives new feedback from the receiver,
and thus the network state is deterministic. Denoted by
P(x1|Φp(s1)) the probability that x1 out of Φp(s1) packets
are lost. Since the loss probability of each packet is Λp and
packet losses are independent of each other [24], [43], [44],
the value of P(x1|Φp(s1)) obeys the Binomial formula, i.e.,

P(x1|Φp(s1)) =
(

Φp(s1)
Φp(s1)− x1

)
·Λp

Φp(s1)−x1 · (1−Λp)x1 .

(18)

Hence, x1 can be obtained with

E [x1] =
Φp(s1)∑
x1=0

x1·P(x1|Φp(s1)). (19)

To derive the xr where r ∈ {2, 3, . . .}, we first define a
conditional path characteristic set

I(su|r) = {wp(su|r), gp(su|r), τp(su|r),

Λp(su|r), TB
p (su|r)}.

Here gp(su|r) refers to the slow start threshold over p given
the state of su|r. All elements in I(su|r) will be updated in a
way that aligns with (6)-(21) in [13]. Additionally, Φp(su|r)
should be updated as follows and incorporated into the set
I(su|r).

Φp(su|r) = min{wp(su|r), Cp(t′)τp(t′)}, (20)

where t′ = t0 + OWDj − TB
p (su|r) indicates the successive

time slot associated with state su|r, and t0 is the starting point
when r = 1.

Furthermore, as the network state transitions are highly
dependent on the number of lost packets out of Φp(su|r),
n, the state transition probability P

(
su|(r−1), su′|r

)
is given

by [13], [24], [43], [44]

P
(
su|(r−1), su′|r

)
=

b∑
n=a

(
Φp(su|(r−1))

n

)
· (Λp)n·
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Algorithm 1 The Path Selection Algorithm
Input : I(s1) = {wm(s1), gm(s1), τm(s1)},

∀m ∈M = {1, . . . ,M}
Output: Pv .

1 Con_I⇐ the sender is moving // True or False
2 Con_II⇐ the receiver is moving
3 M′ = {m1, m2, . . . ,mM}

//Sort all paths m ∈M in ascending order by τm

4 P,QP ← 0
5 for i = 2; i ≤M ; i + + do
6 Tmax = τmi

/2
7 for j = 1; j ≤ i; j + + do
8 r ← 1, TB

j (sr) = Tmax, qj(TB
j (sr))← 0

9 while TB
j (sr) ≥ TC

⟨sr,j⟩ do
10 if Con_I then
11 BDP ⟨u⟩(t)←

read from link layer information //
uplink

12 if Con_II then
13 BDP ⟨d⟩(t)← read from ACK frame //

downlink
14 Λj := f1(Rj(t)) // Eq. (8)
15 Φj(sr) :=

f1(BDP ⟨u⟩(t), BDP ⟨d⟩(t), wj(sr)) // Eq.
(17)

16 if r == 1 then
17 xr := f2(Φj(sr),Λj) // Eq. (19)

18 else
19 for each u ∈ U = {1, 2, 3} do
20 xu|r := f2(Φj(sr),Λj) // Eq. (19)

21 xr := f3(xu|r) // Eq. (22)

22 qj(TB
j (sr))← qj(TB

j (sr)) + xr

23 r ← r + 1
24 TB

j (sr)← TB
j (sr)− (γj,sr

)+τj
// Eq. (10)

25 t is updated with Eq. (3)

26 QP + = qj(TB
j (sr))

27 P = i
28 if QP ≥ |Kv| then
29 break

30 Pv := {m1, . . . ,mP }
31 return Pv

(1−Λp)Φp(su|(r−1))−n, u, u′ ∈ {1, 2, 3}
(21)

in which the values of a and b for different states are
summarized in Table II.

With the knowledge of Φp(su|r), along with (13) and (21),
the expected value of xr can be derived as follows,

E [xr]

=
3∑

u1=1

3∑
u2=1

. . .

3∑
ur−1=1

P
(
s1, su1|2

)
P

(
su1|2, su2|3

)
. . .

TABLE II
THE SETTINGS OF a AND b WITH DIFFERENT SUB-STATES

P
(
sur−2|(r−1), sur−1|r

)
E

[
xur−1|r|Φp(sur−1|r)

]
=

3∑
u1=1

3∑
u2=1

. . .

3∑
ur−1=1

P
(
s1, su1|2

)
·
∏r−1

v=2
P

(
suv−1|v, suv|(v+1)

)

·
Φp(sur−1|r)∑
xur−1|r=0

P
[
xur−1|r|Φp(sur−1|r)

]
· xur−1|r. (22)

Using (19) and (22), (14) is rewritten as

qp(∆Tv) = E [x1] +
rmax∑
r=2

E [xr] . (23)

To maximize the aggregated throughput, P could be derived
as described in Algorithm 1 given the estimated qp(∆Tv).

In the next subsection, we will demonstrate a scheduling
policy Θ design to minimize the average reordering delay.

D. Packet Scheduling Policy Θ

For a packet k sent over path p∗, the reordering delay δk

is subject to the delay difference between p∗ and other paths
that have longer delays. Let ps ∈ P be a path that is relatively
slower than the paths in the path set F , such that ∀pf ∈ F ⊂
P, τpf

≤ τps
.

The core idea of Θ is to select packets for a slower path
to reduce the blocking time on its relatively faster paths. The
detailed design is given in Algorithm 2.

For example, when the for loop in line 7 of Algorithm 2
starts, the slowest path ps is path mP , and the rest paths
with shorter delay are in set F . Within OWDP which is
the time duration to get a packet arrived at the receiver
through ps,

∑
pf∈F qpf

(OWDP ) packets can be processed
by the relatively faster paths of ps. To avoid the reordering
delay caused by the late arrival on path ps, we reserved
the first

∑
pf∈F qpf

(OWDP ) packets for the faster paths,
and select packets starting from

∑
pf∈F qpf

(OWDP ) + 1 for
the path ps. To further determine how to distribute the
reserved

∑
pf∈F qpf

(OWDP ) packets over all paths pf ∈
F , the for loop repeats the above procedures until all∑

pf∈F qpf
(OWDP ) packets are appropriately scheduled.

The above steps make the schedule decision for the first∑
pf∈F qpf

(OWDP ) + 1 packets while only one packet is
assigned to the slowest path ps. To make the most of the
available window without exceeding the bottleneck capacity
on the slowest path, we use a for loop and repeat the process
until the number of packets scheduled on the slowest path
approaches ΦP (tv) as defined in Eq. (17). This is achieved
using a while loop, as shown in line 6 of Algorithm 2.
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Algorithm 2 The Packet Scheduling Algorithm
Input : I(s1) = {wp(s1), gp(s1), τp(s1)},∀p ∈ Pv =

{m1, . . . ,mP }
Output: Θ(v) = ⟨θm1 , . . . ,θmP

⟩.
1 Initialization at scheduling time tv
2 LIndex, RIndex← 0
3 ω ← 0
4 for each p ∈ P do
5 θp ← ∅

6 for i = P ; i ≥ 1; i−− do
7 ps ← mi,F ← {m1, . . . ,mi−1}
8 Qps

← 0,
9 FP ← the first packet in Kv

10 for each pf ∈ F do
11 Calculate qpf

(OWDps
) according to

Algorithm 1
12 Qps

+ = qpf
(TB

pf
(sr))

13 LIndex = Qps + FP
14 if i == P then
15 θps

= θps
∪ {LIndex}

16 Kv = Kv \ {LIndex}
17 continue;

18 else if i == 1 then
19 RIndex = LIndex
20 LIndex← FP

21 else
22 RIndex = LIndex
23 LIndex = Qps

+ 1

24 θps = θps ∪ {LIndex, . . . , RIndex}
25 Kv = Kv \ {LIndex, . . . , RIndex}
26 return ⟨θm1 , . . . ,θmP

⟩

E. Time Complexity Analysis

In this subsection, we will briefly analyze the complexity
of our algorithms in terms of time consumption.

Algorithm 1 involves three nested loops. The outer loop
runs from i = 2 to i = M and the middle loop runs from j = 1
to j = i, leading to

∑M
i=2 i = M(M+1)

2 −1 iterations. The inner
loop (i.e., the while loop) is a recursive process, the number of
iterations is determined by the Tmax. If Tmax is less than the
smallest time cost TC

⟨sr,j⟩, the recursion stops. This base case is
reached in constant time, O(1). Otherwise, in each recursive
call, three subproblems are generated, corresponding to the
three states (line 19). Each subproblem involves a recursive
call with a reduced time budget (line 24). Let’s assume that
Tmax is reduced by a factor γ̂ at each step. In that case, the
number of recursive calls could be logγ̂(Tmax). If we use a tree
structure to depict the above process, the depth of the recursion
tree is logγ̂(Tmax), and at each level, there are three branches.
The work done at each node is to compute the expected
number of packets, which involves constant time operations.
Therefore, The inner loop contributes a time complexity of

Fig. 5. Cross-layer architectural blueprint.

O(3logγ̂(Tmax)). Combining three loops, Algorithm 1 has the
time complexity of O(3logγ̂(Tmax)M2).

Similarly, Algorithm 2 involves two loops starting at lines
6 and 10, respectively. The total number of iterations is∑P

i=1(i − 1) = P (P−1)
2 iterations. Given each step in the

iterations is operating at a constant time, the time complexity
of Algorithm 2 is O(P 2).

It is noteworthy that the execution time of our algorithms
imposes minimal overhead. Firstly, we can employ memoriza-
tion techniques to avoid redundant calculations, significantly
reducing the depth of the recursion tree and consequently
lowering the actual time complexity. Secondly, in real-world
scenarios, the number of communication interfaces (M ) for
each device is limited, and the latency differences among paths
are comparatively small. This implies that the magnitude of
logγ̂(Tmax) is within acceptable limits. In our experiments,
as depicted in Fig. 17, the execution time for completing
Algorithm 1 is a mere 0.08 milliseconds when M = 8.
Last but not least, both Algorithm 1 and Algorithm 2 occur
infrequently. They are activated only at the commencement of
each new scheduling cycle, with each activation spaced a few
seconds apart.

VI. PERFORMANCE EVALUATION

We use ns-3 [45] to implement the proposed MAMS over
the MMQUIC framework and investigate its performance in
this section, comparing it with the following two related
multipath scheduling policies over MPQUIC.
• MPQUIC-RR is the easiest but unintelligent policy to

distribute packets over multiple paths in a round-robin
fashion.

• LATE [13] was originally designed for MPTCP to
mitigate the OFO issue in heterogeneous networks.
A comprehensive analysis of loss situations and a loss-
aware throughput estimation model is at the heart of it.

A. Prototype Implementation

To begin with, we extended the existing QUIC module [17]
to MPQUIC based on network simulator 3 (ns-3) in accor-
dance with the Internet Engineering Task Force (IETF) draft3

on MPQUIC. We refer readers to our paper [46] and the public
release source code at https://github.com/ssjShirley/mpquic for
the implementation details of MPQUIC-ns3.

Further, as illustrated in Fig. 5, we introduce a shared
database to enable the cross-layer MMQUIC framework.

3https://datatracker.ietf.org/doc/draft-deconinck-quic-multipath/
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Fig. 6. Mobile scenarios.

Through the creation of interfaces that connect the layers
to the shared database, the data stored in the database is
accessible to protocol functions across different layers. For
instance, in the event of changes to the access link conditions,
the link layer acquires parameters such as Basic Service Set
Identifier (BSSID), Received Signal Strength Indicator (RSSI),
etc. These parameters are then written into the database,
enabling the MMQUIC layer to retrieve this information. Note
that the presence of the shared database does not change the
conventional five-layer structure, and the encapsulation and
decapsulation processes do not involve the data stored in the
database. Therefore, the MMQUIC framework is distinguished
by its backward compatibility.

On top of the MMQUIC framework, we implement the
MAMS scheduler and benchmark algorithms. The source code
can be accessed online.4

B. Experimental Settings

Fig. 6 depicts the three mobile scenarios employed in our
experiments: Highway, Urban, and the integrated terrestrial
and satellite network (ITSN).

In the Highway scenario, we assume a straight street with
a predictable user movement direction within a defined time
interval. The APs/BSs are sparsely deployed, resulting in a
degraded average link bandwidth for end hosts. However, han-
dovers occur less frequently in this scenario. In simulations,
we place APs/BSs in a line and the interval is 4 Km. According
to the studies in [47], the actual achieved bandwidth of a WiFi
or LTE user is far below the ISP’s claimed bandwidth in rural
areas, so we set the bandwidth to a comparatively lower value,
which is respectively 5 Mbps and 10 Mbps for LTE and WiFi
paths in this scenario.

In contrast, the city roads in the Urban scenario are
more winding, featuring numerous intersections. This leads
to a more random user movement direction due to factors
such as unexpected traffic jams. The APs/BSs are densely
deployed, resulting in a comparatively higher average link
bandwidth [48]. In simulations, each AP/BS is in the center of
a hexagon and they are 200 meters away. The link bandwidth
of LTE and WiFi is set to 50 Mbps and 200 Mbps, aligning
with the measurements in [48].

Diverging from the characteristics of the first two scenarios,
in ITSN, the user mobility is negligible. However, due to

4https://github.com/WenjunYang2021/MAMS. The key module of this
project is located in the quic folder, and the most important mod-
ifications regarding the multipath scheduling are included in files
quic-socket-tx-scheduler.cc, quic-socket-tx-buffer.cc,
and quic-socket-base.cc.

TABLE III
SATELLITE SIMULATION PARAMETERS

the high-speed movement of satellites which form the access
networks and/or backbone networks, the ground users, either
the sender or the receiver, are relatively moving, and the
uplinks between ground users/stations and an ingress satellite
and the downlinks between an egress satellite and another
ground users/stations undergo frequent handoff or link failure
issues. The specific settings for this scenario are summarized
in Table III [15].

By pinging several servers using mobile phones, we realize
that the E2E delay for LTE and WiFi in practice is within the
ranges of 23 – 74 ms and 22 – 320 ms, respectively. Therefore,
we respectively select 50 ms and 150 ms as the minimum RTT
for LTE and WiFi paths in the above scenarios.

The “Internet” as depicted in Fig. 6, comprises nodes
arranged in an N × N grid topology, interconnected by
wired links. We can easily customize the value of N in
different scenarios. For instance, we set N to 8 when there
are 8 paths established between the sender and the receiver.
Each wired link shares the same settings as follows: bandwidth
is 500 Mbps, the delay is 2 ms, and the packet transmission
error rate is 0.001%. Throughout all experiments, the settings
of wired links remain unchanged.

Based on the above three scenarios, we set up three use
cases to investigate the performance of MAMS: 1) the sender
moves only. 2) The receiver moves only, and 3) the access
networks along with backbone networks are moving. Con-
cerning the application type, we select file downloading and
Dynamic Adaptive Streaming over HTTP (DASH) to study the
non-delay-sensitive yet dominated traffic and delay-sensitive
real-time traffic, respectively. Therefore, we have two test
combinations: file downloading over MAMS with different
mobility scenarios, and DASH over MAMS given a certain
mobility scenario. We employ the BulkSendHelper module
in ns-3 to simulate a 5 MB file downloading process with
different mobility cases. For the test of DASH over MAMS,
we refer to the source code at [49].

For both MAMS and benchmarks, two main performance
metrics are measured: goodput and the cumulative distribution
function (CDF) of per-packet delivery delay. Specifically, the
goodput is calculated by averaging the bytes of received in-
order packets over the time duration once the receiver receives
new packets with the expected sequence number. The per-
packet delivery delay refers to the elapsed time from the
moment that a packet is sent to the moment that it is read
by an upper application.
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Fig. 7. The estimation model accuracy validation in the mobile uplink case.

We measure the goodput performance whenever the receiver
receives in-order arrived packets, the data points collected
range from 2000 to 3000, depending on the in-order arrival fre-
quency. We track the reordering delay for around 3400 packets
given the file size is 5 MB while the maximum segment size
(MSS) is 1460 bytes.

C. Model Validation

As the estimation on qp(∆Tv) in Section V-C is a key com-
ponent of MAMS, the estimation model accuracy is critical to
MAMS’s performance. Fig. 7 and 8 present the differences
between the estimation value and real value of qp(∆Tv)
in different scenarios. To distinguish the accuracy model of
existing solutions in mobile scenarios, we incorporate LATE
and our first version of MMQUIC presented in [16] here for
comparison. To avoid confusion, we rename the first version
of MMQUIC as MMQUIC-v1. Note that Fig. 7 displays the
mobile uplink case, i.e., when the sender moves only, in which
MAMS and MMQUIC-v1 behave similarly, so we present
MAMS only in this case. Their differences mainly appear in
the mobile downlink case where the receiver moves, which
are studied in Fig. 8.

Fig. 7(a) shows that there is a big gap between the esti-
mation and real values at some points when running LATE.
In Fig. 7(b), the estimation and real values are very close,
so MAMS demonstrates a desirable model accuracy in the
mobile uplink case.

Regardless of mobile uplink or downlink cases, LATE is
unaware of the link condition changes proactively, so Fig. 8(a)
exhibits the same trend as Fig. 7(a), showing the mismatch
between the estimation and real values. By analyzing Fig. 8(b)
and 8(c), we can see the improvement of MAMS against
MMQUIC-v1 with respect to the model accuracy is significant.
This mainly benefits from the new design of the MMQUIC
ACK packet structure.

In summary, MAMS can accurately calculate the path
throughput in various mobile scenarios.

D. Results and Analysis

1) Mobile Uplinks: The mobile uplinks refer to the case
where the sender is moving. Assuming the sender (i.e., Host
1 in Fig. 6(a)) moves along a straight line in the Highway
scenario. Once the handoff decision indicator, Received Signal
Strength (RSS), is below the threshold σ, MH would switch
to another access point. Based on threshold studies in [50],
we set σ to -90 dBm in our experiments.

Fig. 8. The estimation model accuracy validation in the mobile downlink
case.

Fig. 9. The instantaneous goodput over time observed at the receiver when
the sender is in motion.

Fig. 9 depicts our setting and final results with respect to
the goodput of three algorithms: MPQUIC-RR, MAMS, and
LATE. As shown in Fig. 9, an increase in moving speed leads
to a more rapid channel variations in the channel, leading
to more frequent link failures and a consequent degradation
in goodput across all algorithms. On the other hand, MAMS
always achieves the highest goodput compared with the others,
as it benefits from the consideration of the likelihood of link
failure loss Λp and the cross-layer design in MMQUIC so
that the MAMS deployed at the sender side can timely obtain
uplink variations and make adaptive scheduling decisions.
In the calculation of Λp, the Nakagami fading parameter
ms and the path-loss exponent α are set to 1 and 2 [51],
respectively. Comparatively, LATE is no longer as effective in
mobile scenarios. Its goodput decreases as the moving speed
increases and becomes even worse than MPQUIC-RR when
the speed is up to 40 m/s as shown in Fig. 9(b).

MAMS makes 18% and 44% improvement against LATE
and MPQUIC-RR in the 90-th percentile per-packet delivery
delay, respectively as shown in Fig. 10(a), and 50% and 35%
improvement compared to LATE and MPQUIC-RR in the
99-th percentile per-packet delivery delay, respectively, when
the speed is up to 40 m/s as shown in Fig. 10(b).

2) Mobile Downlinks: Mobile downlinks depict the use case
where the receiver is the mobile host, which is the most
common mobile pattern on the Internet today. To verify the
effectiveness and efficiency of MAMS in this case, we con-
duct a series of experiments in both Highway and Urban
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Fig. 10. Associated CDF of per-packet delivery time with different moving
speeds.

Fig. 11. The instantaneous goodput over time observed at the receiver when
the receiver is in motion in Highway scenario.

Fig. 12. Associated CDF of per-packet delivery time with different moving
speeds.

scenarios with different settings w.r.t. bandwidth, mobility
pattern, speed, etc.

Fig. 11 and Fig. 12 depict the performance of goodput and
the delay CDF in the Highway scenario.

In Fig. 11(a) where the receiver is moving at 20 m/s,
the mobility prediction model in LATE offers some goodput
improvement against MPQUIC-RR within the first 70 s, while
the advantage is diminished afterward, because LATE has
no component to get the loss rate and bottleneck capacity
updated, and the prediction errors accumulate over time.
However, LATE still finishes the 5 MB file transmission
1.5 s faster than MPQUIC-RR. On the other hand, MAMS
always tries to obtain the updated link conditions from the
newly received ACK packets, leading to 17.3%-55.3% goodput
enhancement against LATE and 13.4%-76.8% enhancement
against MPQUIC-RR. Fig. 11(b) further presents the situations
when MH moves faster. Compared to Fig. 11(a), we observe
that the faster the moving speed, the worse the LATE performs.
Unlike LATE, MAMS has a clear clue about the trend of path
conditions including the link failure rate and the bottleneck
capacity. It can largely alleviate the impact of the increased
moving speed, thereby maintaining the highest goodput values.
However, it is worth mentioning that MAMS would suffer
from some performance degradation if it deals with the mobile
downlink cases since the ACK packets have to take some time

to be piggybacked so that the downlink information carried
by the returned ACK frame is outdated to some extent. Then
we can explain why the overall goodput results of MAMS of
Fig. 11 get lower than that of Fig. 9 where MAMS can obtain
the uplink variations timely.

Fig. 12 describes the per-packet delay distribution which
reveals the reordering delay of each packet. Comparing
Fig. 12(a) with Fig. 12(b), one obvious fact is that the per-
packet delay with the LATE algorithm is largely increased as
the MH speeds up to a certain level. Numerically, 90% of
packets are consumed by upper applications within less than
1.603 s when using the LATE scheduler in Fig. 12(a), and 90%
of packets take less than 2.053 s to be consumed in Fig. 12(b).
On the contrary, the 90-th percentile delay of MAMS is
increased from 0.95 s to 1.21 s as the speed increases, and that
of MPQUIC-RR is increased from 1.56 s to 1.68 s. Although
the per-packet delivery delay is overall increased, MAMS and
MPQUIC-RR have fewer delay fluctuations in terms of the
delay distribution. The increased delay in LATE is not only
caused by the inaccurate loss rate estimation and accumulated
prediction errors, but also the ignorance of bottleneck capacity
and consequent congestion delay. Hence, we conclude that the
existing prediction-based algorithms fail to address the chal-
lenges of mobility and even perform worse than conventional
round-robin ways in high-speed mobile networks, and the
MAMS does compensate for their weaknesses in this aspect.

Compared to the Highway scenario, Urban scenario is
featured by higher link bandwidth yet more dynamic moving
speed and trajectory. Under this scenario, we aim to observe
how different algorithms react to more complicated mobility
patterns. Given the user’s moving speed is more random
due to factors such as unexpected traffic jams, we assume
that the moving speed is a uniformly distributed random
variable. Fig. 13 shows the performance of average goodput
and reordering delay with varied mean values of the speed.

In Fig. 13(a), three key conclusions can be drawn. Firstly,
the increment of speed contributes to an enhanced goodput
across all algorithms when the speed remains below 30 Km/h.
This is because fast-moving can prevent the user from connect-
ing to a network with poor conditions for a long time, which
is detrimental to the average goodput. Secondly, as the speed
surpasses 30 Km/h, the handoff happens more frequently and
the path conditions become more dynamic such that all three
algorithms undergo a slight performance degradation. Specifi-
cally, the goodput of MPQUIC-RR, LATE, and MAMS begins
to decrease after reaching speeds of 30, 40, and 50 Km/h,
respectively. Thirdly, MAMS consistently outperforms LATE
and MPQUIC-RR across all conditions, particularly when
the speed exceeds 20 Km/h. This suggests that MAMS
excels in balancing the trade-offs associated with high
speeds.

Fig. 13(b) demonstrates the fact that the mean reordering
delay with all three algorithms keeps increasing as the speed
increases. When the speed exceeds 40 Km/h, the reordering
delay increases significantly. MPQUIC-RR is the most sus-
ceptible to the considerable dynamics, followed by LATE.
MAMS maintains up to 50% improvement in terms of delay
performance.
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Fig. 13. The impact of varied moving speed in the Urban scenario.

3) Network Mobility: Last but not least, we investigate
the case where both uplinks and downlinks undergo dynamic
changes. Here the experiments are running over the ITSN
scenario as shown in Fig. 16(c).

Under the impact of network mobility, the goodput achieved
by the three algorithms is given in Fig. 14. It can be seen that
the achievable goodput of each algorithm is constrained by
the uplink or downlink capacities, even though the inter/intra-
satellite links provide such a high data rate as 50 Mbps. On the
other hand, the fast-changing error rate caused by high-speed
mobility plays a pivotal role in shaping the trend of goodput.
Benefiting from the consideration of these two factors, MAMS
has a more accurate prediction on the achievable throughput
of each path and is more adaptive to the network dynamics,
as well as higher goodput against both LATE and MPQUIC-
RR. On the contrary, the comparison between LATE and
MPQUIC-RR reveals that LATE has no performance gains
when the satellite speed is either 7 Km/s or 7.5 Km/s.

More specifically, as shown in Fig. 14(a), MAMS has
5.06% – 48.9% and 10.3% – 64.8% goodput improvement
over MPQUIC-RR and LATE, respectively. The average good-
put of LATE is improved by 19.83% compared to that of
MPQUIC-RR within 5 – 10 s, whereas it drops dramatically
and even performs worse than MPQUIC-RR during the rest of
the time slots. This aligns with the delay distribution shown
in Fig. 15(a) where MAMS has the lowest 90-th percentile
per-packet delay which is 0.28 s, and the counterpart of
MPQUIC-RR and LATE is 0.31 s and 0.34 s respectively.
From Fig. 14(b), we observe that the goodput improvement of
MAMS and the performance degradation of LATE are both
significant. The reason for the large reordering delay in LATE
is due to the cumulative prediction errors under a high-speed
mobile environment. As shown in Fig. 15(b), LATE has 17.9%
and 41.9% larger 90-th percentile per-packet delay compared
to MPQUIC-RR and MAMS, respectively. Additionally, LATE
has a heavily long tail, some packets suffer from extremely
long reordering delay of up to 1.8 s which is harmful to QoE.

Based on the above analysis, we can conclude that MAMS
is effective in reducing reordering delays, even in a challenging
environment where both uplink and downlink undergo frequent
changes at the same time.

4) DASH Over MAMS: To validate if the MAMS sched-
uler works for the real-time video streaming application,
we employ the DASH application to run over MAMS. Con-
sidering the expiration of packets in video streaming is useless
and regarded as packet loss [25], the per-packet delivery delay
distribution is still used as a performance criterion.

Fig. 14. The instantaneous goodput measured at the receiver in ITSN
scenario.

Fig. 15. Associated CDF of per-packet delivery time with different moving
speeds.

Fig. 16. Per-packet delivery delay distribution when a video client requests
the video data as encoded in [52].

With respect to mobility patterns, we employ the case of
mobile downlinks. The network settings are identical to the
settings in Section VI-D.2. The video client, MH who is
moving at 20 m/s, requests one video segment each time.
The video data was provided by the authors of [52] and is
consistent with real-world DASH video encoding. Assuming
MH can tolerate an E2E delay of no more than 500 ms. Next,
we will examine how each algorithm performs.

As shown in Fig. 16, MAMS effectively shortens the
delivery delay for each packet, ensuring 97.24% of packets
arrive within 500 ms. Comparatively, 94.03% and 92.7% of
packets meet the deadline when using LATE and MPQUIC-
RR, respectively. Therefore, choosing MAMS as the packet
scheduler for the DASH application can provide users with a
more pleasant experience.

5) The Impact of the Number of Paths: Compared to our
initial version of MMQUIC, MMQUIC-v1, MAMS not only
has an addition of minimizing the reordering delay in mobile
downlink cases but also strives for throughput optimization
by selecting the optimal group of paths. Therefore, in this
subsection, we will compare MAMS with MMQUIC-v1 to
validate the effectiveness of MAMS’s throughput optimization
design in the case where the number of paths is greater than 2.
On the other hand, as we introduced in Section II, SEDPF [53]
is the relevant one that employs FEC to address the multipath
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Fig. 17. The impact of a different number of paths.

OFO issue. As a result, we also incorporate SEDPF into the
comparison.

Fig. 17 shows the mean reordering delay and aggregated
throughput performance when the MH fetches a 10 MB file
in the Urban scenario. Provided that the access networks are
diversely consisting of WiFi, LTE, and satellite technology, the
MH can choose to connect to multiple networks to establish
multiple paths between the MH and the server.

First of all, according to the results given in Fig. 17(a)
and 17(b), we observe that MMQUIC-v1 neither shortens the
reordering delay nor improves the throughput compared to
benchmark algorithms. MAMS successfully compensates for
the limitations of MMQUIC-v1 in dealing with these issues.
Specifically, Fig. 17(a) demonstrates that MAMS reduces the
mean reordering delay by up to 0.233 seconds. Meanwhile,
as shown in Fig. 17(b), MAMS achieves up to 24.2% through-
put improvement.

As shown in Fig. 17(a), the mean reordering delay is
increasing as the number of paths increases especially for
MPQUIC-RR, which implies that the more the paths, the
more severe the OFO issue. The results show that the FEC
adopted by SEDPF is promising to mitigate the OFO issue
compared to ARQ-based approaches (i.e., MPQUIC-RR and
LATE). However, MAMS outperforms SEDPF in terms of
reordering delay, especially in the scenario where 8 paths
exist. One reason relies on the fact that MAMS helps reduce
the reordering delay caused by path differences while SEDPF
helps reduce the reordering delay caused by lost packets. The
reordering delay caused by path differences is predominated
when the number of paths is large enough.

In addition to minimizing the reordering delay, MAMS also
makes path selections to maximize the aggregated throughput.
Fig. 17(b) presents the throughput comparison across bench-
mark algorithms. Overall, the larger number of paths offers a
higher aggregate throughput. By looking into the throughput
of SEDPF, MPQUIC-RR, and LATE, SEDPF shortens the
reordering delay at the cost of throughput degradation com-
pared to MPQUIC-RR and LATE. The more paths created,
the more packet redundancy the SEDPF has, and the more
substantial the throughput degradation is. On the contrary,
MAMS offers a promising throughput gain while minimizing
the reordering delay, which benefits from the path selection
strategy as described in Algorithm 1.

Note that the overhead of maintaining our model is intu-
itively increasing as the number of paths increases. Through
experiments, we observe that the most overhead of maintaining
our model is the calculation of qp(∆Tv) which is a recursive

process as described in Section V-C. The computation time
peaks at 0.08 milliseconds for eight paths and can be reduced
to less than 1 microsecond for two paths. Consequently, the
computational overhead of MAMS is generally manageable.

VII. CONCLUSION AND FUTURE WORKS

To cope with mobility impact, in this paper, we present
MMQUIC, a novel framework that involves an information
exchange module and a new ACK packet structure to keep the
sender informed of changes in the wireless uplink/downlink.
Based on MMQUIC, a new multipath scheme MAMS is
developed. Using a probabilistic model, MAMS can forecast
the achievable throughput of the faster subflow in successive
time slots, so that an equivalent amount of packets would
be pre-allocated to the faster subflow to ensure they are
not blocked by packets on the slower subflow. Theoretical
analysis backed up by experimental validation shows that the
MAMS scheduler effectively mitigates the impact of either
the user’s movement or network mobility on the OFO issues,
achieving substantial performance gains in terms of goodput
and throughput compared to the state of the arts in various
mobility cases.

We currently focus on the negative impacts of OFO issues
among different paths. The expected reordering delay within
the same path mainly depends on the severity of packet loss
and retransmission types (e.g., RTO, and Fast Retransmission),
which are beyond the control of the scheduler policy and not
within the scope of this work. How to mitigate the negative
impacts caused by OFO arrivals within the same path would
be a future research issue. In addition, we plan to study
the coordination of congestion control and packet scheduling
over multiple paths. Since MMQUIC has the capability of
predicting the bottleneck bandwidth, we can take advantage
of that knowledge to design a coupled congestion control
algorithm for multiple subflows to avoid some issues caused
by mobility, e.g., bandwidth under-utilization or overshooting.
Currently, we choose the widely deployed congestion con-
trol algorithm New Reno to model the window behavior of
MMQUIC subflows. Upon the readiness of a new congestion
control, the Markov model and estimation model in this paper
can be further improved. Lastly, migrating our design from the
simulator to a real system is crucial for assessing the design’s
robustness and performance under real-world conditions.
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