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Joint Admission and Power Control for Massive
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Abstract—The sixth-generation mobile communication system
(6G) puts forward higher requirement for connection density,
which is difficult to meet with the existing resource management
schemes in real time. In this paper, we investigate the graph neu-
ral network (GNN) based algorithms for supporting the massive
connectivity in 6G. Using the power intensity of the received signal
or signal-to-interference-plus-noise ratio (SINR) as a measure of
communication quality, we aim to maximize the number of links
that meet quality of service (QoS) requirements in a given area
through joint admission and power control. Specifically, we con-
sider two models. Among them, the blocking interference model
presets the transmit power of the link in advance, and only needs
admission control. After the original problem is converted to the
maximum independent set (MIS) problem, we design a solution
based on graph convolution network (GCN) and Q-learning. The
accumulative interference model considers all the interference in
the scene and controls the power and access jointly. For this model,
we propose an algorithm based on graph attention network (GAT).
Simulations demonstrate that the proposed GNN based algorithms
preserve small computation time and achieve significant perfor-
mance gain even with large network scale. As such, they are very
suitable for the 6G scenario with massive connections.

Index Terms—Admission control, graph attention network,
graph convolution network, graph neural network, power control.
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I. INTRODUCTION

W ITH the explosive growth of research on emerging
communication technologies and network architectures,

higher demand are put forward for data rate, latency, connectiv-
ity, coverage, and so on, which gradually exceed the capabil-
ity of the fifth-generation mobile communication system (5G).
Therefore, the sixth-generation mobile communication system
(6G) will extend 5G to a higher level to enable various new
applications, where massive Internet of Things (IoT) has great
potential [1], [2], [3]. With the emerging of many innovative
IoT applications such as autonomous driving, wireless brain-
computer interfaces, and smart home, massive of devices will
connect to the wireless networks [4]. It is predicted that the con-
nection density, referring to the total number of communication
links that can meet a specific service in a unit area, will reach
108/km2 in 6G [5]. How to support this massive connectivity
has become a great challenge.

As an effective mode of resource management, joint admis-
sion and power control plays a vital role in supporting the mas-
sive connectivity in wireless cellular and ad-hoc networks [6],
[7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18],
[19], [20], [21], [22], [23], [24], [25]. In the scenario with a large
number of connections, interference between links will degrade
receiver signal quality, and power control only is insufficient to
handle the interference. Therefore, it is necessary to optimize
the system performance by joint power and admission control.
In this way, admission control selects a certain number of
links which can be maintained, and meanwhile power control
allocates appropriate power to each transmitter. These two steps
are integrated organically to alleviate the interference between
links and improve the communication efficiency. For massive
connectivity, the objective of joint admission and power control
is to maximize the number of links that the system can accom-
modate from a global perspective.

To solve the joint admission and power control problem, abun-
dant convex optimization schemes (e.g., linear programming,
Perron-Frobenius theory, Lagrange duality theory, Lyapunov
optimization, etc.) have been proposed over the past decades.
The main drawback of the traditional schemes is of high compu-
tational complexity, which hinders their application to support
massive IoT in 6G. New breakthrough technology is urgently
needed, among which machine learning attracts wide attention
recently [21], [22], [23], [24], [25], [26], [27], [28], [29]. The
application of machine learning in resource management has
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brought about the improvement of efficiency and the ability to
process dynamic scenes. However, the traditional neural network
has the limitation of data structure and is only applicable to
European data such as image and audio, so it cannot be widely
promoted in communication scenes. In contrast, graph neural
network (GNN) has the ability to extract features from non-
European data, which can clearly reflect the structural informa-
tion of graph data. And communication systems can be naturally
abstracted as graphs, so it is becoming a trend to apply GNN [30],
[31] to solving the communication problems.

A. Related Work

1) Convex Optimization Based Methods: Obviously, the op-
timal solution of the joint admission and power control problem
can be obtained by the exhaustive search algorithm, which
examines every possible subset of activated links. However, the
increase in the number of links will lead to a sharp rise in the
computation time since the joint admission and power control
problem is NP-hard [32]. The long delay is unacceptable even for
a medium-scale network. Thus, plentiful suboptimal algorithms
with lower computational complexity have been proposed to
solve this problem.

The authors in [6] and [7] relaxed the problem as a linear
programming (LP) problem, and then derived a necessary con-
dition that is easy to check and remove the strong interfering
links iteratively. Aiming at 5G networks with mixed connec-
tions of various forms, the authors in [8] designed a greedy
algorithm with low complexity based on the Perron-Frobenius
theory. Simulation showed that this scheme can achieve about
98% of the optimal results through exhaustive search in some
cases. By using the convex optimization and Lagrange duality
theory, the authors in [9] and [10] decomposed the problem
into two subproblems and solved them alternately. Different
from conventional scenarios, a cognitive network with primary
and secondary users was considerd in [11]. Specifically, the
spectral radius of the channel characteristic matrix was took as
the basis to determine whether to activate the secondary link, and
a hybrid admission control algorithm was designed to improve
the number of activated links. Aiming at maximum spectral
efficiency and network energy efficiency, the authors in [12]
designed an effective algorithm for heterogeneous networks
based on orthogonal frequency division multiplexing access
(OFDMA) by using advanced convex approximation techniques
and continuous secondary user device deflation procedures. To
reduce the complexity of the algorithm, the authors in [13]
derived a new relationship between a given SINR vector and its
corresponding up/down power vector, based on which feasibility
checks are made. Focusing on a downlink multi-input single-
output system, the authors in [14] approximately converted the
problem into a non-combinatorial form, and then proposed the
fairness-ensuring distributed and centralized algorithms based
on the Lyapunov optimization.

2) Non-Convex Optimization Based Methods: In terms of
non-convex optimization, the authors in [15] proposed a method
based on genetic algorithm and matching game for dealy-aware
admission control and beam allocation problem in millimeter
wave fronthaul downlink networks. The authors in [16] used the

dynamic programming algorithm to obtain the optimal solution
of the wireless network slicing and its selection problem. Con-
sidering the real-time performance of the system, the authors
in [17] proposed an adaptive admission control strategy. In
order to solve the admission maxization problem in multi-UAV
wireless networks, the authors in [18] introduced soft admission
variables and proposed an iterative algorithm. To reduce power
consumption, the authors in [19] proposed a heuristic joint
resource allocation and admission control strategy based on
Network Function Virtualization (NFV) chains. Furthermore,
to achieve the goal of maximum throughput, the authors in [20]
designed a probabilistic admission control algorithm by con-
structing a dedicated Markov decision process.

3) Machine Learning Based Methods: Due to the limitations
of the convex optimization based methods in computational
complexity and performance, machine learning based methods
are gradually applied to the wireless network optimization prob-
lems [21], [22], [23], [24], [25].

The authors in [21] and [22] believed that the input and
output of the traditional optimization algorithms is an unknown
nonlinear mapping, so deep neural network (DNN) was used to
fit it. In particular, a model-free and primal-dual training mode
was chosen in [22] for DNN. A large number of experiments
proved that DNN has a high mapping accuracy, and more impor-
tantly, it realized a dramatic improvement in the computational
efficiency. Based on the results in [21], [22], a DNN network
based on geographic location data was proposed in [23] to
integrate the interference information of links so as to conduct
scheduling.

As a recent study, the authors in [24] put forward a new
dual-criterion deep learning framework, in which geographical
location information was used for network training, to achieve
reasonable power allocation to users within reasonable time.
In the absence of accurate channel state information (CSI), the
authors in [25] designed a deep reinforcement network (DRN)
for solving the joint admission and power control problem.
In this scheme, the neural network was used to integrate the
location distribution of users and base stations and generate an
appropriate allocation scheme through iterative training.

B. Motivation

The existing algorithms have greatly improved the network
performance in some aspects of indicators. Nevertheless, there
are still several challenges in their application. First of all, for the
convex optimization based algorithms, the problem of high time
consumption is unavoidable especially in large-scale networks.
When the network scenario is extended to the massive IoT,
the explosive growth of connections will make the real-time
control tougher. In addition, these methods are slow to respond
to the environment, which means that once the environment
changes, the original decision will be directly invalid and need to
be re-calculated. However, the complex operation degrades the
response time and it may become invalid for the highly dynamic
environment. The insolvability of some problems is another im-
portant shortcoming of convex optimization based algorithms,
even if the problem is approximated into a locally accessible
form, there will be varying degrees of performance loss. The
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non-convex optimization schemes represented by heuristic algo-
rithm have better flexibility, but the performance varies greatly
in different scenarios, and the stability is poor. The machine
learning-based approach has a broader scope of application, and
it does not limit the scale of the scenario and the nature of the
problem. On the other hand, the performance of the machine
learning based methods are easily limited by the training data.
The reason is that it is difficult for the conventional neural
networks to learn the relationship between links accurately,
so a mass of quality data is needed for training. Moreover,
there are a cumbersome number of parameters in the existing
networks [21], [22], [23], [24], [25] which have great influence
on the results and need to be adjusted manually. It is tedious and
time-consuming to adjust these parameters.

To deal with above challenges, we consider using GNN [30],
[31]. In general, graph is used to represent relationships between
objects, which are matched with communication networks.
Extending it to the realm of deep learning, GNN iteratively
aggregates neighbors to obtain global information, thus making
a more abstract representation of the graph. GNN is also suitable
for unsupervised training in addition to the traditional supervised
training that requires prior labels, which is implemented using
the structure of graphs [33]. This training method does not rely
on a large number of accurate data, which provides convenience
for problem solving. In addition, different from the deep learning
multi-layer complex network, GNN only needs a few simple
aggregation operations (mostly 2 or 3 layers) to realize the
extraction of system features, so it has the advantage of timely
response.

Recently, GNN has been applied to a variety of problems
in the field of communication, such as channel allocation [34],
[35], power control [37], [38], [39], and topology control [36].
However, to the best of our knowledge, there is no systematic
study for the GNN based link scheduling (or admission control).
Consequently, in order to support the massive IoT in 6G, it is
desirable to investigate the GNN based method for the joint
admission and power control problem.

C. Contribution

In this paper, we study graph convolution network (GCN) [40]
and graph attention network (GAT) [41] based algorithms for the
joint admission and power control problem with two different
models. The main contributions are summarized in what follows.

1) We consider two kinds of communication models (block-
ing interference model and accumulative interference
model) and convert them into different types of graphs re-
spectively. The joint admission and power control problem
in the blocking interference model is formulated as a max-
imum independent set (MIS) problem in a directed graph.
While, the problem in the accumulative interference model
is formulated as a COP corresponding to a fully connected
graph. The graph models will help designing the GNN
based algorithms.

2) For the blocking interference model, we exploit the fea-
tures of the graph and improve the existing methods of
solving the MIS problem based on GCN. Specifically,
in order to avoid the invalidation of nodes with high

degree, we design a new degree-adaptive loss function,
which changes the penalty term from a fixed value to a
function that is negatively correlated with the degree of
nodes. Moreover, we propose a scheme to further process
the output of the network, so as to make the result more
reasonable.

3) For the accumulative interference model, we put forward
a GAT-based algorithm, whose network output denote the
power of the transmitters. We adjust the approximation
function of the step function, such that the loss function
can express the solution objective more accurately. Similar
to the blocking interference model, a scheme of joint
admission and power control based on the network output
is carefully designed to improve the number of activated
links.

4) The performance of the proposed algorithms is evalu-
ated by substantial simulations. The simulation results
show that the exhaustive search method has the best
performance but the maximum complexity, the heuris-
tic algorithm has the smallest complexity but unstable
performance, and the convex optimization algorithm is
only suitable for small-scale scenarios. In contrast, the
GNN-based algorithms proposed in this paper strike a
good balance between complexity and performance, that
is, they maintain small computation time and achieve
significant performance gain even at large network sizes.
As such, they are ideal for 6G scenarios with massive
connections.

D. Notation

In this paper, variables are shown in italics, and determined
quantities are shown in roman. Vectors, sets, and matrices are
denoted as lowercase bold, uppercase, and uppercase bold, re-
spectively. For a matrix M , MT denotes its transpose form,
and M [n] denotes a matrix consisting of the elements of the
n-th row. Rm×n denotes the set of m× n real matrices. Finally,
| · | is the absolute value of a quantity. For the subscript of l, the
interference link from transmitter i to receiver j is represented
as ij, and the communication link from transmitter k to receiver
k is represented as k.

II. NETWORK MODEL AND PROBLEM FORMULATION

In this section, we introduce the network scenario, graph
model, and problem formulation.

A. Network Scenario

As shown in Fig. 1(a) (or Fig. 2(a)), the considered net-
work scenario is a square area with K wireless communication
links indexed by k ∈ {1, . . . ,K}, each of which consists of a
transmitter and a receiver. The channel gain from transmitter
i to receiver j is denoted by hij . Let pk ≤ Pmax

k denote the
transmission power of transmitter k, where Pmax

k is the power
upper limit. Let wk ∈ {0, 1} denote the schedule state of link k.
If link k is activated, wk = 1, otherwise wk = 0. Furthermore,
define the power control vector by p = [p1, p2, . . . , pK ]T and
the admission control vector by w = [w1, w2, . . . , wK ]T.
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(a) (b)

Fig. 1. Blocking interference model and corresponding graph model. (a)
Communication scenario of blocking interference model. (b) Graph model
converted by blocking interference model.

(a) (b)

Fig. 2. Accumulative interference model and corresponding graph model. (a)
Communication scenario of accumulative interference model. (b) Graph model
converted by accumulative interference model.

Under such a network scenario, two typical mathematical
models are developed from the point of interference, which can
be generalized by blocking interference model and accumulative
interference model. In what follows, we provide the detailed
introduction to these two models and give the corresponding
problem formulation.

B. Blocking Interference Model

When the strong interference signal power exceeds a certain
value, the amplification factor of the receiver amplifier to the
weak signal is reduced, or even completely suppressed, thus
affecting the normal work of the system. This kind of strong
interference signal is called blocking interference [42], [43]. In
order to avoid this adverse phenomenon, the system design in the
industrial field needs to ensure that the power of the interference
signal at the input end of the receiver does not exceed the block-
ing level required by the system index. Based on the existence
of this type of interference, we consider a joint admission and
power control model named blocking interference model.

As shown in Fig. 1(a), only strong interference beyond the
blocking threshold is considered in the blocking interference
model. Let Nij = wipihij denote the interference signal power
from transmitter i to receiver j. Define Nt as the threshold value
of the strong interference signal. If Nij ≥ Nt, communication
link j will be interrupted. As such, we consider that device i
has a blocking interference to device j if Nij ≥ Nt, otherwise
the effect will be ignored. The corresponding graph model is
shown in Fig. 1(b). To depict this graph, we define an blocking

interference link matrix L ∈ RK×K by

lij =

{
1, if Nij ≥ Nt and i �= j

0, otherwise
. (1)

According to the above model, blocking interference cannot be
existed in the final state (If exist, the related links will be invalid).
So, we only need to consider the signal-to-noise ratio (SNR). The
SNR of link k can be expressed as

SNRk =
wkpkhkk

σ2
k

, (2)

where σ2
k denotes the noise power.

Define SNRt as the minimum SNR threshold. If the con-
dition SNRk ≥ SNRt is met, the normal communication of
link k is ensured. Therefore, we can set the transmission power

of transmitter k as pk =
σ2
kSNRt

wkhkk
, that is, the power control

vector has been determined. Then, the admission control vector
becomes the single factor affecting the network performance. To
maximize the connections, the admission control problem can
be mathematically formulated as

max
w

card(S)

s.t.
∑

i �=j wiwj lij = 0,
wk = {0, 1}. (3)

where S means the set of all activated links and card(S) is the
number of elements in S.

C. Accumulative Interference Model

As shown in Fig. 2(a), different from the blocking interference
model which only considers strong interference, entire interfer-
ence in the scene are considered in the accumulative interference
model. So, we should focus on the signal-to-interference-plus-
noise ratio (SINR). The condition for normal communication of
link k becomes SINRk ≥ SINRt, where SINRk denotes the
SINR of link k, and SINRt denotes the threshold to maintain
stable communication. The expression of SINRk is given by

SINRk =
wkpkhkk∑

m �=k wmwkpmhmk + σ2
k

, (4)

In this model, the interference among different devices will be
serious and SINR will decrease if too many devices are activated
simultaneously. We need to choose the right devices to activate
and set their transmission power appropriately, to maximize the
number of activated links that can meet the SINR threshold. The
joint admission and power control problem in the accumulative
interference model can be formulated as

max
p,w

card(S)

s.t. SINRk ≥ SINRt, k ∈ S,
0 ≤ pk ≤ Pmax

k ,
wk = {0, 1}.

(5)

Remark 1: By comparing (3) and (5), we can find that the
blocking interference model only considers the strong interfer-
ence as the basis for link scheduling, while the accumulative
interference model considers all the interference in the scene.
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Therefore, we can consider the blocking interference model as a
simplified form of the accumulative interference model. By this
simplification, the power control variables can be determined in
advance, and the admission control problem becomes a typical
MIS problem in graph theory. Therefore, we can design more
efficient algorithm with lower computational complexity for the
blocking interference model.

D. Convert Model Into Graph

Graphs are usually used to depict the relationships between
objects. The key step in using GNN is to built the graph model.
In what follow, we will go into more detail about the information
contained in the graph structure.

To translate the blocking interference model into a graph,
we need to obtain the node and its connection relationship
but not need to more characteristics of the node or edge. As
shown in Fig. 1(b), we transform it into a directed graph con-
taining only nodes and edges. Specifically, we treat each pair
of wireless communication link as a node. Furthermore, we
define a matrix L to represent the blocking interference links
and use it to determine the edges of the graph. An edge from
node i to j will be added into the graph if lij = 1. Therefore,
the graph converted from the blocking interference model can
be expressed by Gs = (Ns, Es), where Ns represents the set of
nodes, and Es represents the set of edges. In fact, the problem
in (3) is to find the MIS in Gs = (Ns, Es).

Different from the blocking interference model, the problem
in the accumulative interference model requires all of the chan-
nel state to participate in optimization. Therefore, we create a
weighted directed graph to represent this communication scene.
As shown in Fig. 2(b), each pair of wireless communication
link is abstracted as a node in the graph, which is similar to
the blocking interference model. Since all devices in the scene
interfere with each other, every node in the graph is connected
to others. In addition, it’s necessary to add a self-connected
edge to each node to represent its own channel state. The initial
feature of the edge from node i to j is defined as the channel
gain from transmitter i to receiver j, i.e., hij . In summary, the
graph converted from the accumulative interference model can
be expressed by Gp = (Np, Ep, Cp), where Np, Ep, and Cp

represent the set of nodes, edges, and edge feature respectively.
As can be seen, the graph in Fig. 2(b) is a fully connected graph,
which is different from that in Fig. 1(b).

III. GCN BASED METHOD FOR BLOCKING INTERFERENCE

MODEL

In this section, GCN is adopted to solve the admission control
problem in the blocking interference model. We discuss the
network structure of GCN, the construction of loss function for
the MIS problem, and the implementation procedure of the GCN
based method in the following part.

A. Network Structure

In fact, there have been some studies using GNN to solve COP.
For example, aiming at the MIS problem, the authors in [44]

Fig. 3. Running process of GCN.

put forward the solution scheme of Q-learning. According to
the recursive neighborhood aggregation scheme, the GCN is
iteratively trained on the basis of a custom loss function.

As shown in Fig. 3, each layer of GCN will aggregate the
information of adjacent nodes into the current node to obtain a
deeper representation. To facilitate the mathematical expression
of each layer for GCN network, we denote Od

n as the output
expression of node n (n ∈ Ns) in the d-th layer. In addition, de-
fine weight matrix to be evolved during neural network training
by V d and Bd. And then, the update process of GCN can be
expressed as

Od
n = Fd

⎛
⎝V d

∑
α∈ν(n)

Od−1
α

|ν(n)| +BdO
d−1
n

⎞
⎠ , (6)

where F means the activation function (such as sigmoid, tanh,
and relu), ν(n) means the set of nodes which share the same
edge with node n and |ν(n)| is use to standardize information
about neighbor nodes.

With each additional layer of convolution calculation, the
central node (or current node) can fuse the information of
adjacent in a further layer. However, due to the requirements
of task characteristics, nodes do not need to obtain information
too far away from themselves, so the GCN network should not
be too deep, usually choosing 2 or 3 layers. As shown in Fig. 3,
we use 2 layers in this work.

As an important graph model, the tasks of GCN and its
derived models mainly include the classification and prediction
for nodes, links or graphs. In order to solve the MIS problem in
the blocking interference model, we can view it as the node
classification tasks. In this type of assignment, the network
outputs each node’s label in the form of probability. Therefore,
the activation function F2 of the second layer needs to select
sigmoid to modify its output into a value greater than 0 and less
than 1. Furthermore, the schedule state of link k (or node k) is
relaxed to O2

k, such as

wk → O2
k. (7)

Moreover, define the schedule state vector by o =
[O2

1, O
2
2, . . . , O

2
K ]T. Then, the admission control vector

can be determined by

wk =

{
1, if O2

k ≥ 0.5

0, otherwise.
(8)

Unlike F2, F1 can be picked flexibly. So in this case, we choose
relu as the activation function of the first layer.
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Fig. 4. Q-matrix of GCN.

Fig. 5. Example of MIS result which the selected nodes (or the activated links)
are shown in blue. (a) GCN [44]. (b) GCN modified.

B. Loss Function

The proposed algorithm refers to the pattern of using tables
to construct loss functions in Q-learning, so Q-matrix is used
for further analysis. The network updates the internal weight
according to the change of the loss function, so as to output
suitable results. We introduce a matrix Q ∈ RK×K to define
the loss function LGCN , which is expressed by

LGCN = oQoT. (9)

As shown in Fig. 4, the loss function mainly includes two terms,
i.e., reward and penalty. The reward term is set to -1, which
means that when node k is selected, its contribution value to the
loss function is−wk

2 = −1. A fixed value of 2 was picked as the

Algorithm 1: GCN Based Method for the Blocking Inter-
ference Model.

1: Initialize tk, SNRt, V , B, epocht, losst, lr
2: Each link obtains channel gains through channel

estimation, determines its own transmit power, and
sends the channel state and power to the host

3: After receiving the global information, the host
generates Gs based on (1) and matrix Q based on (10)

4: Using graph embedding technique to generate O0

5: for i=1 to epocht
6: Layer-1:Calculate O1 by (6)
7: Layer-2:Calculate O2 by (6)
8: o = [O2

1, O
2
2, . . . , O

2
K ]T

9: Calculate Li
GCN by (9)

10: if Li
GCN − Li−1

GCN < losst
11: continue
12: else
13: Update V ,B using the Adam optimizer
14: end if
15: end for
16: Determine W by (8)
17: Remove conflicting nodes in order of degree of nodes

from largest to smallest
18: Try to add links
19: The host sends scheduling decisions to each link

penalty term in [44], which will increase the loss by 2wiwj = 2
if two nodes i and j with edge lij are selected at the same time.
Experimental results in [44] shows that applying LGCN to MIS
problem can achieve excellent accuracy and efficiency.

However, new problems emerge when we try to apply LGCN

into the blocking interference model. First of all, the form of
graph is changed from undirected to directed, which makes
Q-matrix no longer suitably being represented by upper trian-
gular matrix. And then, in the communication scenario of the
blocking interference model, the degree distribution of nodes is
not uniform, which makes it unreasonable to use a fixed penalty
term. As shown in Fig. 5(a), this approach is ineffective for nodes
with larger degrees. For solving the above problems, we modify
the loss function as shown in Fig. 4(b). In the first step, the
position of the penalty term in theQ-matrix is extended from the
upper triangular region to the entire matrix except the diagonal,
which will be more conductive to the expression of directed
graph. We add a penalty term Qij to the Q-matrix when there is
an edge between nodes i and j in the graph. The next step is to
adjust the value of the penalty. In order to obtain a self-adaption
penalty term, we adjust it from a fixed value to a function related
to node degree, which makes it possible for the nodes with high
degree to be selected. The penalty term appropriately decreases
with the increment of node degree in the same graph, which can
be expressed by

tk ∝ 1
dek

, (10)

where tk means the penalty term and dek means the degree of
node k.
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Fig. 6. Flow chat of GCN based method.

C. Implementation Procedure

After such adjustment, the neural network will select more
nodes, but the improvement of efficiency sacrifices the accuracy.
So we still need to process the outputs of the neural network and
screen out the final results. The detailed implementation pro-
cedure of the GCN based method for the blocking interference
model is summarized in Algorithm 1, and the flow chart of the
Algorithm 1 is shown in Fig. 6. An example of the result using
this method is shown in Fig. 5(b). As can be seen, the result is
more reasonable in comparison with that in Fig. 5(a).

IV. GAT BASED METHOD FOR ACCUMULATIVE INTERFERENCE

MODEL

In this section, we discuss the GAT based method for the ac-
cumulative interference model including the network structure,
the construction of loss function for (5), and the implementation
procedure.

A. Network Structure

GAT networks aggregate neighbor nodes through attention
mechanism to realize adaptive allocation of different neighbor
weights, thus greatly improving the expression ability of GNN.
At the same time, we hope to obtain an adaptive admission and
power control strategy according to the channel gain between
different communication links in (5), which is similar to the
transmission mechanism of GAT. Therefore, we consider graph
attention layer as the main part of the network shown in Fig. 7.

The core of attention mechanism is to assign weight to
given information. Information with high weight means that the
system needs to focus on processing. To further describe this
mechanism, denote Source as the information sources that need
to be processed by the system, Query as some condition or a
prior information, Attention Value as the information extracted
from Source through the attention mechanism, and then the
attention mechanism can be defined as

Attention(Query,Source) =∑
i

similarity(Query,Keyi) ·Valuei, (11)

where Key-Value pair means each type of information,1 similar-
ity the correlation (the most direct way is to take inner product)
between two vectors. Obviously, (11) can clearly indicate that

1We use the node embedding technology to preprocess the graph before it is
introduced into the neural network, so each types of information here refer to
the multidimensional node features obtained from the node embedding.

Fig. 7. Running process of GAT based method.

Fig. 8. 3-head graph attention mechanism.

the attention mechanism is a weighted sum of all the information
Value, weighted by the degree of correlation between Query and
the corresponding Key.

Multiple independent graph attention mechanisms are intro-
duced into the GNN and the output is spliced together to form
a multi-head graph attention layer. The number of heads can be
selected based on the amount of data, and the magnitude of the
problem is really tiny compared to the quantity scale commonly
used in machine learning. So we choose the three-head graph
attention layer as shown in Fig. 8, where the update of node n
can be expressed by

Z ′
n = ||3ξ=1F ξ

⎛
⎝ ∑

α∈ν(n)
ρ(ξ)nαD

(ξ)Zα

⎞
⎠ , (12)

where || means the concatenation operator, ρ
(ξ)
nα means the

weight coefficient calculated by the attention mechanism of
group ξ, D(ξ) means the corresponding learning parameters
which needs to be updated in the training process. As shown
in (12) the graph attention layer has an additional dimension of
adaptive edge weight coefficient compared with the update of
the graph convolution layer (8), which makes the system more
capable of learning.

As shown in Fig. 7, similar to GCN, each additional layer of
graph attention causes the current node to acquire the character-
istics of its neighbors at a further layer. Therefore, we only need
to use one layer of GAT for the fully connected feature in the
accumulative interference model. In order to sort out the output
form of the network, we add a fully connected layer after the
graph attention layer, which will enable the network to output
results according to the requirements of solving objectives.

Different from the traditional scheme based on convex op-
timization, the key point of our proposed scheme is to treat
the neural network as a power solver, which avoids designing
complex problem procedures. Instead, we only need to focus
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on the solution objective in the problem model, and the neural
network will automatically make reasonable resource allocation
for the network in the continuous learning.

To solve (5) with the neural network shown in Fig. 7, we first
normalize the power of link k to

rk =
pk

Pmax
k

. (13)

Then, the fully connected layer requires the integration of the
network output into a one-dimensional form, where the value of
each element greater than 0 and less than 1 represents standard-
ized power. Define the normalized power matrix (or network
output matrix) by r = [r1, r2, . . . , rK ]T . Therefore, the activa-
tion function of the fully connected layer should be determined
as sigmoid. In addition, relu is picked as the activation function
for the graph attention layer in this paper which can be selected
relatively arbitrarily.

B. Loss Function

The primary problem in constructing the loss function of
problem (5) is to accurately represent the SINR of link k, which
can be expressed as

SINRk =
wkrkP

max
k hkk∑

m �=k wmwkrmPmax
m hmk + σ2

k

. (14)

First of all, we assume that all the links are activated because
the neural network is used for the initial solution of power, then
the expression is modified as

SINRk =
rkP

max
k hkk∑

m �=k rmPmax
m hmk + σ2

k

. (15)

We define two auxiliary matrix Q1,Q2 ∈ RK×K by

Q1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

Pmax
1 h11

· · ·
Pmax
i hii

· · ·
Pmax
K hKK

⎤
⎥⎥⎥⎥⎥⎥⎦
, (16)

Q2 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 Pmax
1 h12 · · · · · · Pmax

1 h1 K

· · · 0 · · · · · · · · ·
Pmax
i hi1 Pmax

i hi2 0 · · · Pmax
i hiK

· · · · · · · · · 0 · · ·
Pmax
K hK1 Pmax

K hK2 · · · · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎦
.

(17)

Furtherly, SINRk can be regarded as a function with R and
rewritten as

SINRk(r) =
rTQ1[k]

rTQ2[k] + σ2
k

. (18)

As we all know, the loss function must meet the differentiable
condition in the process of network training, no matter which
method is selected for solving optimization problems (such as
Newton’s method, gradient descent method, maximum likeli-
hood estimation method, etc.). However, the objective function

Algorithm 2: GAT Based Method for the Accumulative
Interference Model.

1: Initialize Pmax, SINRt, ρ, D, epocht, losst, lr
2: Each link obtains channel gains through channel

estimation and sends them to the host
3: After receiving the global information, the host

generates Gp based on Fig. 2 and matrix Q1, Q2 based
on (16) and (17)

4: Using graph embedding technique to generate Z0

5: for i=1 to epocht

6: Layer-1:graph attention layer
7: Layer-2:fully connected layer
8: r = [r1, r2, . . . , rK ]T

9: Calculate Li
GAT by (20)

10: if Li
GAT − Li−1

GAT < losst
11: continue
12: else
13: Update D using the Adam optimizer
14: end if
15: end for
16: The host determines p by r and sends it to each link
17: Each link adjusts its scheduling status by (21)
18: Select the link corresponding to the maximum SINR

and adjust its transmit power by (22) until the system
is stable

19: Each link measures its own SINR and determines p

in (5) which can be expressed by

card(S) =
∑
k

δ[SINRk(r)− SINRt] (19)

is a step function based on SINRt. So we need to select an
approximation function to transform it into a differentiable form.
Sigmoid is a good approximate form of the step function. We
modified it by shifting it a certain distance to the left according
to the requirements of the problem. We denote this modified
function as Ψ, then the loss function of the neural network can
be expressed as

LGAT = −
∑
k

Ψ[SINRk(r)− SINRt]. (20)

This correction can effectively alleviate the network training in
the direction of too large SINR of a single link, which will lead
to resource waste and efficiency reduction.

C. Implementation Procedure

We can preliminarily get the SINR of link k (i.e., SINRk)
from the output values on node k (i.e., rk) of the network by
(15). Naturally, we activate the link which SINR is greater than
SINRt. Besides, a constant SINRl (0 < SINRl < SINRt) is
introduced to initially determine the schedule state of the rest of
links. The above steps can be expressed as

wk =

{
1, if SINRk ≥ SINRt

0, if SINRk < SINRl.
(21)
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Fig. 9. Flow chat of GAT based method.

A certain number of links with SINR slightly lower or larger
than SINRt exist since the neural network loss approximates
the objective function, which leads to a waste of resources. We
set rk to 0 for an inactivated link k (or wk = 0).

To further improve the network performance, we adjust the
link power that causes resource waste. It can be inferred from
(14) that reducing the SINR of one link SINRk increases the
SINR of all links except k. Therefore, for the link a with the
largest SINR in the current scene whose SINR is η times as
large as SINRt, we reduce ra to 1

η times of the original, which
can be formulated by

ra → ra
η
, (22)

where η = SINRa

SINRt
. By reducing the power of these links, the

method can effectively improve the performance of the links
whose SINR is slightly lower than SINRt to meet the decoding
threshold. We continue to select a new link with the maximum
SINR until all links meet the decoding threshold described in
Algorithm 2. In this case, the number of activated links will be
effectively improved.

Then, the operation is to determine the final admission control
according to the SINR, which can be described by

wk =

{
1, if SINRk ≥ SINRt

0, else,
(23)

where SINRk is calculated by r modified via (15). The GAT
based method for the accumulative interference model is sum-
marized in Algorithm 2, and the flow chart of the Algorithm 1
is shown in Fig. 9.

V. SIMULATION RESULTS AND PERFORMANCE ANALYSIS

In this section, we conduct simulation to evaluate the perfor-
mance of our proposed algorithms. The architecture of GNN is
implemented by using the open-source library dgl.nn in Python
3.9.13. Besides, the environment platform used for simulation
include PyChram 2022, Anaconda 3, and Torch 1.10.0. For the
simulation scenario, we randomly place several pairs (from 20
to 10000) of transmitters and receivers in a square area with
its side as 2 km as depicted in Fig. 1(a). The receiver of each
link is randomly distributed within a circular range of 100 m
from the corresponding transmitter while the distance between
each transmitter is not limited. We use the free space pass loss
(FSPL) as the channel model. The common scenario parameters
are summarized in Table I, and only parts will be modified in
different simulations.

TABLE I
SIMULATION PARAMETERS

A. Performance Evaluation for the GCN Based Method

1) Simulation Settings for the GCN: We use a two-layer
GCN whose hidden layer size is determined by the number of
communication links in the scene (or the number of nodes in the
graph). The detailed parameters of the network is described as
Table I.

2) System Performance in Samll-Scale Scene: We scale
down the scene, which means that the size of the square area
vary with the number of communication links. The length and
distance shrink by a factor of

√
s if the corresponding number of

communication links shrinks by a factor of s. In this scene, we
compare Algorithm 1 with the exhaustive search algorithm in
terms of computational complexity and the number of activated
links.

In order to evaluate the computational complexity of Algo-
rithm 1, we set the number of links ranging from 30 to 45,
and the results of the running time is shown in Table II. The
simulation results reveal that the running time of the exhaustive
search algorithm increases sharply with the increase of links,
which is due to the fact that the MIS problem is NP-hard. In
sharp contrast to the exhaustive search algorithm, the operation
time of Algorithm 1 is small and almost keeps the same vale
with the increase of links. The main reason is that dgl.nn library
adopts an efficient layer by layer propagation rule to implement
GCN, which improves the computational efficiency.

In addition, we also compare the number of activated links
obtained by the two algorithms to demonstrate the performance
of Algorithm 1. It can be confirmed through the Table II that
in the small-scale scene, the average number of activated links
obtained by Algorithm 1 can reach 83.8% of the optimal value,
which is acceptable compared with the traditional optimization
algorithms. Therefore, when the number of links is very large
(i.e., large-scale networks), Algorithm 1 can provide relatively
good solutions with high computational efficiency.

To analyze system performance in middle and large scale
scenes, we compare Algorithm 1 with the other two algorithms.

Authorized licensed use limited to: UNIVERSITY OF VICTORIA. Downloaded on November 23,2024 at 18:36:54 UTC from IEEE Xplore.  Restrictions apply. 



YANG et al.: JOINT ADMISSION AND POWER CONTROL FOR MASSIVE CONNECTIONS VIA GRAPH NEURAL NETWORK 11815

TABLE II
PERFORMANCE OF ALGORITHM 1 IN SMALL-SCALE SCENE

(a) (b) (c)

Fig. 10. Simulation results in middle-scale scene. (a) Number of activated links with different number of links. (b) Number of activated links with different
interference signal power threshold. (K = 100). (c) Number of activated links with different Tx-Rx distance. (K = 100).

(a) (b) (c)

Fig. 11. Simulation results in large-scale scene. (a) Number of activated links with different number of links. (b) Number of activated links with different
interference signal power threshold. (K = 5000). (c) Number of activated links with different Tx-Rx distance. (K = 5000).

The first one is proposed in [44], which is represented by “GCN
w/o modification”. Moreover, we choose a traditional heuristic
algorithm for the MIS problem, which is implemented with an
open source package named networkx in Python 3.9.

3) Effect of Link Number on System Performance: Figs. 10(a)
and 11(a) show the number of activated links versus different
number of communication links in middle and large scenes
described by Table I. It can be observed that the total number
of activated links by Algorithm 1 and heuristic algorithm grow
steadily as the number of links increases. Nevertheless, the curve
of GCN w/o modification shows a downward trend. The main
reason is that the node degree in graph raises with the link
number, and the fixed penalty term in the Q-matrix is invalid for
nodes with large degree. When the number of links increases
to 1000, GCN w/o modification fails completely. Unlike this

method, the adaptive penalty factor used in Algorithm 1 combats
the effect of node degree.

4) Effect of Blocking Interference Signal Power Threshold on
System Performance: We change the scenario with Nt from 0.7
to 1.1 in order to investigate the effect of different interference
signal power threshold on system performance, which is shown
in Figs. 10(b) and 11(b). Obviously, the interference radius of
the transmitter is inversely correlated with this parameter, which
leads to fewer edges between nodes and hence more independent
nodes. The rising lines in Fig. 10(b) clearly demonstrate this
conclusion. Furthermore, Algorithm 1 still greatly outperforms
the other two algorithms under different Nt. The nodes degrees
in large-scale scene exceed the application range of GCN w/o
modification, which makes the corresponding number of acti-
vated links in Fig. 11(b) and (c) 0.
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Fig. 12. Running time of blocking interference model.

5) Effect of Tx-Rx Distance on System Performance:
Figs. 10(c) and 11(c) illustrate how the range of the distance
between transmitter and receiver affects the total activated
links. When the distance is short, the performance of the three
algorithms is very close. However, with the increase of the
distance, GCN w/o modification decreases sharply compared
with others. The reason is that the receiver is far away from
the transmitter and the transmission power increases, thus the
blocking interference range of the transmitter expands naturally.
This phenomenon corresponds to the increase in node degree,
which makes the performance loss of GCN w/o modification.
By contrast, this negative effect is weakened in Algorithm 1
through the dynamic adjustment of the loss function.

6) Computation Complexity: Fig. 12 shows the running time
of several algorithms at different scene scales. The heuristic
algorithm can find the independent set by obtaining the local
optimal solution. It only needs to compare the degree of the
existing nodes, and can run with high efficiency. The running
time of GCN w/o modification and Algorithm 1 is mainly
occupied by the training network. When GCN w/o modification
does not fail (K ≤ 1000), the running time of Algorithm 1 will
be slightly longer, which is the time used for subsequent checks
and adjustments. Otherwise, the network is difficult to converge
after the number of nodes increases for GCN w/o modification,
so the running time will be longer.

Remark 2: Each operation in this work only sends one in-
stance to network for training, that is, it does not distinguish the
training and testing process, and the running time refers to the
whole process from sending a scene into the computer to making
a decision.

B. Performance Evaluation for the GAT Based Method

1) Simulation Settings for the GAT: The simulation settings
in this part are similar to that in Section V-A, and the network
parameters for the GAT are listed in Table I.

2) Consistency of Loss Function and Solution Objective: To
verify the validity of our constructed loss function, we take the
opposite number to the loss and compare it with the number
of activated links determined from the network output. Fig. 13
reveals an example that the change trend of the activated link

number is consistent with the loss. At the same time, the conver-
gence rate of the network is very fast. After 800 iteration epochs,
the loss and solution objective tend to be stable, which proves
that the method we proposed is efficient.

In addition, in order to verify the influence of different
parameters on network performance, we select three network
parameters (learning rate, hidden layer size and dimensions
of node embedding) for adjustment. Fig. 13 shows that the
efficiency and performance of the system are slightly different
due to the change in parameters, but convergence and relatively
impressive results can still be guaranteed, which proves that
the excellent effect of our proposed scheme is not obtained
through the coincidence of parameter adjustment, but the func-
tion of the network model itself. Specifically, the higher the
learning rate, the faster the convergence speed. The hidden
layer size and the dimensions of node embedding increase the
number of trainable weights, thereby trading network com-
plexity for superior performance, which can be revealed in
Fig. 13(b) and 13(c). The network parameters selected by weigh-
ing computational load and network performance are shown
in Table I.

In the following part, we compare Algorithm 2 with the other
two algorithms. Linear programming is a traditional way to solve
the joint admission and power control problem, and the scheme
proposed in [6] is a typical representative which is denoted by
LP in the subsequent discussion. Moreover, GAT in [41] can
be directly used for solving the problem in (5), and we denote
it as GAT w/o modification. Different from Algorithm 2, the
operations in Section IV-C are not implemented for the output
of GAT w/o modification.

3) Effect of Link Number on System Performance: In order to
study the impact of link number on system performance, we set
the number of links between 20 and 10000. Figs. 14(a) and 15(a)
clearly demonstrate that the performance of all algorithms can
be improved steadily with the increase of links in the scenario.
We can find that the number of activated links in Fig. 14(a)
is smaller than that in Fig. 10(a) under the same parameters
settings. This is due to the accumulative interference is consid-
ered, which makes it difficult for the system to allocate the right
transmission power to each link. In brief, Algorithm 2 achieves
an average performance improvement of 43.78% over LP and
10.37% over GAT w/o modification across all the simulation
environments.

Noted that the GAT-based algorithm also has the advantage in
computational complexity. Fig. 15(a) shows that in large-scale
scenes, when the number of links increases to more than 2000,
the time required for LP-based algorithm becomes unbearable
and Algorithm 2 can still maintain efficient resource allocation.
Therefore, in the subsequent simulation to large-scale scenes,
in order to enable the comparison of different algorithms, 2000
is selected as the standard number of links, which are shown in
Fig. 15(b) and 15(c).

4) Effect of SINR Threshold on System Performance:
Figs. 14(b) and 15(b) show the system performance when
SINRt changes from 4 to 9 dB. Obviously, the increase of
SINR threshold makes more links unable to meet the com-
munication requirement, and Algorithm 2 is more sensitive to
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(a) (b) (c)

Fig. 13. Relationship between the loss function and the solution objective. (a) Network performance v.s. learning rate. (b) Network performance v.s. hidden layer
size. (c) Network performance v.s. dimensions of node embedding.

(a) (b) (c)

Fig. 14. Simulation results in middle-scale scene. (a) Number of activated links with different number of links. (b) Number of activated links with different
interference signal power threshold. (K = 100). (c) Number of activated links with different Tx-Rx distance. (K = 100).

(a) (b) (c)

Fig. 15. Simulation results in large-scale scene. (a) Number of activated links with different number of links. (b) Number of activated links with different
interference signal power threshold. (K = 2000). (c) Number of activated links with different Tx-Rx distance. (K = 2000).

this change. This is because when SINRt is small, GAT can
obtain better results by adjusting a large number of weight
parameters, while LP removes a large number of links due to
the relaxation of the integer variables. If SINRt is increased
to a certain limit, the performance of the three algorithms
becomes very similar. So, Algorithm 2 is more suitable for the
communication scenario with low rate requirement, e.g., the IoT
applications.

5) Effect of Tx-Rx Distance on System Performance:
Figs. 14(c) and 15(c) demonstrate the effect of the Tx-Rx
distance on the number of activated links with different algo-
rithms. As can be observed, Algorithm 2 can activate more links
especially for small Tx-Rx distance. The main reason is that

neural network can obtain the information of all the links in the
scene through iterative update, so as to control the links from a
global perspective. Overall, our propose algorithm outperforms
the others under any parameter settings, which fully verify its
efficiency.

6) Computation Complexity: As shown in Fig. 16, we mea-
sure the running time of several algorithms for accumulative
interference model at different scene scales. LP is iterated in two
parts by deleting links and linear programming, where linear
programming takes up most of the running time. It has well
efficiency performance in small-scale scenarios, but with the
increase of the number of links, the time for linear programming
operations quickly exceeds the endurance range. In contrast, the

Authorized licensed use limited to: UNIVERSITY OF VICTORIA. Downloaded on November 23,2024 at 18:36:54 UTC from IEEE Xplore.  Restrictions apply. 



11818 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 73, NO. 8, AUGUST 2024

Fig. 16. Running time of accumulative interference model.

TABLE III
SUM TRANSMITTING POWER (WATT)

natural advantages of machine learning allow GAT w/o modi-
fication and Algorithm 2 to still make efficient decisions. The
extra running time of Algorithm 2 over GAT w/o modification
is mainly used for the operations described in Section IV-C,
which provides considerable performance gains at little time
cost. Please note that Remark 2 applies here as well.

7) Energy Saving: In order to discuss the performance of
different algorithms in energy saving, we analyze the simulation
results of sum of transmitting power. Table III shows that the
total power levels of LP and GAT w/o modification are almost
identical, while Algorithm 2 has a very excellent performance
in terms of energy consumption, mainly because the operation
in Section IV-C improves performance while reducing the trans-
mitted power to the lowest achievable range.

VI. CONCLUSION

In this paper, we have investigated the GNN-based algorithms
for solving the joint admission and power control problem in
the scenario with massive connections. We have considered
two kinds of communication models (i.e., blocking interference
model and accumulative interference model) and converted them
into graphs to facilitate the use of GNN. For the blocking inter-
ference model, we have proposed a GCN-based algorithm with a
degree-adaptive loss function. For the accumulative interference
model, we have proposed a GAT-based algorithm and adjusted
the approximation function of the step function. The optimized
schemes have been designed for the output of the GCN and GAT
respectively. Finally, extensive simulations have been conducted
to verify the performance and computation efficiency of our pro-
posed algorithms. The performance of the GCN-based method
can reach 83.8% of the optimal solution within short running
time, and the GAT-based method can increase the number of

activated links by 43.78% compared to the LP. The advantages of
our proposed algorithms in computation efficiency is highlighted
with the expansion of scene size.

Noted the proposed approaches in this paper are centralized
control schemes. They strike a good balance between perfor-
mance and computational complexity compared to other algo-
rithms, particularly demonstrating more apparent advantages
in massive connections. However, the fact that they must rely
on global network state information is a disadvantage, which
poses certain challenges in practical applications, especially in
dynamically changing scenarios. Therefore, a future research
direction is to design the GNN based distributed algorithms.
Besides, this paper focuses on the access management problem
in a single frequency band. The multi-channel wireless networks
are more common, so we can extend it to the multi-channel
condition in the future work. Moreover, various applications may
have different priorities, so future research should also consider
the fairness problem.
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