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INT. J. CONTROL, 1987, VOL. 46, No.6, 2199-2218

Balanced approximation of two-dimensional and delay-differential
systems

w-s. LUt, E. B. LEEt and Q.-T. ZHANGt

A generalized balanced approximation method for reducing two-dimensional (2-D)
and delay-differential models is given. This is possible because of the form the
gramians of such systems take. In particular it is shown that the reachability and
observability gramians can be expressed as integrals of a certain system-related
function along the imaginary axis or unit circle of the complex plane. The gramians
provide two sets of system invariants which lead in a natural way to the concept of a
generalized balanced realization, which in turn leads to a way to accomplish model
reduction.

1. Introduction
Approximating a model of a linear dynamical system by a lower-order one can

considerably simplify various analysis and synthesis procedures. The appearance of
the balanced approximation method of model reduction initiated by Moore (1978)
has proved to be most significant because of its desirable properties such as good error
bounds, computational simplicity, stability, and its close connection to robust
multivariable control (Laub 1980, Pernebo and Silverman 1982, Glover 1984, Glover
and Limebeer 1983, Doyle 1984).

However, for infinite-dimensional systems such as two-dimensional (2-D) systems
and delay-differential systems, results on model reduction are only just starting to
appear (see Paraskevopoulos 1983, Lee et al. 1985 and Jury and Premaratne 1986,
for example). Recently, some work on balanced representations for certain infinite
dimensional systems has been reported (Curtain and Glover 1986) with a finite dimen­
sional approximation scheme to provide the reduced-order model. In our approach,
we try to retain the original form of the model (if we have a differential-difference
equation (DDE) we try to obtain a DDE model approximation) in the reduction, but
one that involves fewer parameters.

In this paper, we give a generalized balanced approximation method for reducing
2-D and delay-differential models. To this end, the concept of a balanced realization is
extended to these systems in a natural manner, which is made possible through the use
of certain complex integral representations of the gramians of the systems considered.
Some preliminaries are given in the next section. In particular, we show that the
reachability and the observability gramians of a linear time-invariant system can be
expressed as complex integrals of certain system-related functions along the imagi­
nary axis or the unit circle, depending on whether the system considered is continuous
or discrete-time. In § 3, for the Roesser model of a stable 2-D discrete system,
generalized gramians are defined in terms of double integrals of similar system-related
functions on the unit bi-circle, These gramians provide two sets of system invariants,
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(I)

leading naturally to the concept of a generalized balanced realization. To obtain a 2-D
balancing transformation, the upper-left and the lower-right submatrices of the
gramians should be positive definite. Several results regarding their computation and
positive definiteness are given. Based on these observations, a balanced approxima­
tion method is proposed. Section 4 is devoted to an analogous study for delay­
differential systems. A key point for reducing 2-D and delay system models using the
balanced approximation method is to compute the upper-left and the lower-right
parts of the associated gramians. In § 5, a detailed analysis on this issue is carried out
using a Lyapunov approach. Two examples are provided in § 6 to illustrate the main
results.

2. Preliminaries
Consider a minimal realization of a stable discrete-time system as represented by

the difference equations

x(k + I) = Ax(k) + BU(k)} _
k-O, J, ...

y(k) = Cx(k)

with x(k) E R", u(k) E R" and y(k) E RP.
Define the reachability and observability gramians by

'"tc, = L Ai BBT(AT)i and
i=O

'"w,,= L (AT)ieCA'
i=O

(2)

respectively. An asymptotically stable system is said to be balanced whenever

Kd=w,,=1:=diag{O"I' ... 'O".}' O"I~···~O".>O (3)

Assume that System (I) has been balanced. We may regard the gramians as certain
measures of input-to-state and state-to-output couplings, and the balanced realization
provides the system a coordinate setting where these couplings are equally weighted
so that those state components which are weakly coupled may be discarded
(Harshavardhana et at. 1983). Actually, when

we partition A, Band C of (I) as

[
A "

A=
A Z 1

B=[:J and C=[C,

with AilE R"', B, E R'>" and C, E RP"', and thereby obtain a reduced system
(A II' B

"
C,). It turns out (Glover 1984) that such a lower-order system represents a

good approximation of the original one in terms of the L "'-norm.
In the continuous case, let (F, G, H) be a minimal realization of a stable linear

continuous system of dimension n. Define the reachability and the observability
gramians by

K, = fa'" exp (Ft) GGT exp (FT t) dt and Wc = fa'" exp (FT t) W H exp (Ft) dt (4)

respectively. The balanced realization of (F, G, H) can be defined similarly, and the
above reduction procedure also applies.
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Given a minimal realization of a linear time-invariant system, a non-singular
coordinate (1-0 similarity) transformation in the state space is said to be a balancing
transformation if the transformed realization is balanced. As is seen in the works of
Moore (1978) and Laub (1980), a key step for obtaining a balancing transformation is
to compute the gramians of the system considered. One way of doing so is to solve the
following Lyapunov equations

AKdAT
- K, = - BBT (5 a)

ATw"A-w,,=-CTC (5b)

FK, + K,ET = - GGT (6 a)

PIf;,+ If;,F= -WH (6b)

An efficient and reliable algorithm for solving (6) can be found in the work of Bartels
and Stewart (1972). In Appendix A, an algorithm for computing a balancing
transformation given by Laub (1980) is listed.

Alternatively these gramians can also be obtained through certain complex
integrals. To do this, let us define

fd(z) =(zl- A)-' B

gd(Z) = C(zl - A) - 1

fc(s) = (sl- F) -1 G

g,(s) = Hisl - F)-1

and then the gramians can be found as follows.

Theorem I

Let K d , w", K, and If;, be given as in (2) and (4), then

1 1 * dzK, = -2. fAz)};' (z)-
TtJ Izi~ 1 z

1 1 * dzw" = -2. gd (Z)gd(Z)-
1CJ Izl~ 1 z

I f+ joo
K, = -2. fc(s)fc*(s) ds

1CJ - joo

and
1 f+ joo

If;,= -2. gi(s)g,(s) ds
TtJ - joo

where * denotes the conjugate transpose.

Proof

This is simply an application of Parseval's theorem.

(7 a)

(7 b)

(8 a)

(8 b)

(9 a)

(9 b)

(10 a)

(10 b)

It will be seen that the above integral representations of the gramians make it
possible to extend the concept of a 1-0 balanced realization to 2-D and delay­
differential systems in a natural way.
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3. Approximations of 2-D systems
Consider a 2-0 discrete system realized as a Roesser model:

[
Xh(i + I,})] = [A,
x"(i,} + I) A)

(II a)

(II b)

with A, E R"' '"1, A4 E R"lX"', B, E R"' ,m and C, E RP' "'. The 2-0 z-transform off II)
yields the transfer function

where

/(z" Z2) =Z,/",®Z2/",

P(Z"Z2) =det [I(z" Z2) - A]

and E9 denotes the direct sum. Throughout this section we assume that

P(Z"Z2)#0 for (z"z2)E{(z"z2)llz,I~I,lz21~1}

to guarantee the BIBO stability of the system.

Similarly as in (7), let

and

(12)

( 13)

(14)

(15)

(16 a)

(16 b)

(17 a)

and then the generalized reachability and observability gramians of (II) are defined as

_ I ~ ~ • dZ 2 dz ;K 2-(2 ')2 F2(z"Z2)F2(z"Z2)--
Ttl I'd~' 1',1=' Z2 z,

and

(17 b)

respectively.
To see that (17) provides a natural generalization for the 2-0 case, one may recall that

in the 1-0 case, in a digital filtering content, the observability and reachability gramians
are closely related to the roundoff noise power and the dynamic range constraints on
the state variable (Mullis and Roberts 1976 and Hwang 1977). Lu and Antoniou (1986)
showed that an analogous relationship holds whenever the definitions (17 a) and
(17 b) are adopted. Moreover, just as in the 1-0 case, the generalized gramians
provide certain system invariants which play an essential role in extending the concept
of balanced realization to the 2-D case. To show this, observe first that a 2-D
similarity transformation should be of the form T= T, E9 T2 where T, E R"' X". and
T2 E R"""' are non-singular, and using this transformation leads to an equivalent
realization of Q(Z"Z2) as (A,B,C)=(T-'AT,T-'B,CT). Further, denote the
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reachability and observability matrices associated with (A, B, C) by K2 and W2 ,

respectively, and partition K 2, W2, K2 and W2 as

[K
ll K'2l [WII WI2l _ [K I I ~'2l andK 2= W2= K 2=

KT2 K22 WI
T
2 W22

-T K 22K l 2

_ [WI I ~12J ( 18)W2= -TW12 W22

where K II, WII, KII, WII are of dimension n l. We then have the following result
concerning invariants.

Theorem 2

The eigenvalues of K ll WII and K 22 W22 are invariant under 2-D similarity
transformations.

Proof

By (17), we have

(19)

It follows that

KII = TI-
l K II TI-T

K22 = T
2
- 1 K 22T2- T

Wl i = TIT WI I TI

and

which imply that

KII WI I = TI- '
K II WII T, and K22W22= T; I K 22 W22T2 (20)

o

Remark

By (19),

K2W2=T-IK2W2T

meaning that the eigenvalues of K 2 W2 are also invariant under 2-D similarity
transformations. It should be noted, however, that since a 2-D similarity transform­
ation must be block-diagonal, it is in general impossible to find a transformation
T= TI EEl T2 such that both K2 and W2 are diagonal and equal. Theorem 2 combined
with the above observation leads to the following definition.

Definition I

A realization (A, B, C) of a 2-D transfer function is said to be balanced if

(21 a)
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K2 2 = W2 2 = diag (0"21,0"22' ... , 0"2.2)

with 0"'1 ~ 0"12 ~ ... ~ 0"1.1 ~°and 0"21 ~ 0"22 ~ ••• ~ 0"2.2 ~ 0.

(21 b)

o
Williamson (1986) related the 1-0 balanced realization to an optimization

problem. That is, with K d and w.. defined by (2), he proved that among all possible
similarity transformations associated with discrete-time, a system as represented by (1):

J I = tr (K d + Wd )

will be minimized if and only if (3) holds, i.e. (A, B, C) in (I) is a balanced realization.
Using Definition I, one can extend Williamson's result to the 2-D case in a straight­
forward manner claiming that among all possible 2-D similarity transformations
associated with system (II),

J 2 = tr (K 2 + W2 )

will be minimized ifand only if(A, B, C) in (II) represents a 2-D balanced realization.
To obtain a 2-D balancing transformation, K u and W,i (i = 1,2) need to be positive

definite. We have the following result regarding this issue.

Theorem 3

K t l and K 22 are positive definite if(A, B) is locally reachable, namely

rank [M(I,O) M(O,I) ... M(n l,n2)]=n 1+n2 (22)

WI I and W2 2 are positive definite if (A, C) is locally observable, that is

C

CA o I

rank (23)

where Aij are recursively defined as (Roesser 1975)

Aij=AloA;-t.j+AotA;.j-t for i~O,j~O

with

(24)

and
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It has become clear that under the conditions of Theorem 3 a 2-D balancing
transformation T can be found by using K ii and ltii (i = 1,2) as matrices K and Wof
Algorithm I (see Appendix A) to obtain two I-D balancing transformations T1 and
T2 , and then form T= TI E£i T2 •

A crucial step for obtaining such a T is to compute K ii and ltii (i = 1,2). This
computation will be detailed in § 5. At this point it is also of interest .to note the
following result.

Theorem 4

The gramians K 2 and W2 defined in (17) can be computed as

OJ

K 2 = L M(i,j)MT(i,j)
i.j=O

and

(25 a)

(25 b)

where ( . )II denotes the upper-left submatrix of dimension n l of the matrix involved,
and ( . ) 12' ( • blare defined similarly.

Proof

See Appendix B.

Based on these observations, it is now a simple matter to describe a 2-D balanced
approximation approach, that is, once a 2-D balanced realization (say (A, ii, C)) is
found, a reduced 2-D model (A" ii" C,) of order (r" r2 ) can be obtained by a further
subpartitioning of (A, ii, C) as

r, I "2

--- I ---- - 1-C = [C I , I C2, ] (26)

and then taking as the approximation the triple

and C, = [CI , (27)

4. Approximation of delay-dilferential systems
Realization of retarded and neutral delay-differential systems has been a subject of

study for some time. It was demonstrated by Sontag (1978), Levy (1981) and Zak et al.
(1986) that, given a transfer function Q(z, s) of a retarded or a neutral delay-
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differential system, there exists a neutral type of realization described as

(28 a)

(28 b)

with A I ERn, xn" A4 ERn, x nz B, ERn, x m and C1 E RPx "'. Throughout this section, it
is assumed that

det [/(z, s) - A] # 0, for [z] ~ I and Res ~ 0 (29)

with I(z, s) = zln, EB sl n,' Condition (29) implies stability independent of delay (i.o.d.)
of (28) (Kamen 1982).

Now let

and

Fd(z, s) = [/(z, s) - A] - I B

Gd(z, s) = C[/(z, s) - A] - 1

(30 a)

(30 b)

(31 a)

(31 b)

with the generalized reachability and observability gramians of (28) defined as
I f+ joo

Kdd= -2 . Fd(exp sh, s)Ft(exp sh, s) ds
n -)00

and

I f+ joo
w"d = -2 . Gt(exp sh, s)Gd(exp sh, s) ds

1t - JOO

respectively. Lu and Lee (1986) have shown that the above-defined w"d and Kddcan be
related to an L2 sensitivity measure with respect to coefficient variations of a delay­
differential system and the dynamic range constraints on the state variables,
respectively.

One of the advantages of employing model (28) is that it enables us to reduce the
system's order in s and the number of the delay elements used independently. This is
particularly appropriate in the present case since (28) is assumed to be stable i.o.d. so
that z and s can be treated as two almost independent variables (Kamen 1982, 1983).

Analogous to the 2-D case, the similarity transformations of (28) should be of the
form T= TI EB T2 , and an equivalent realization of (28) under transformation Tis
(.4, ii, C) = (T- 1 AT, T- ' B, CT). By (31), the gramians of the transformed realization
can be computed as

Kdd= T- I KddT-T

w"d = TTw,,~

Now partition Kdd , Wdd, e; and w"d as

[Klld K
I2J [Wild W12d]

Kdd= w"d =
KT2d K 22d wtu W22d

_ [K lid ~12J _ [Wild ~12d]Kdd= -T and Wdd= - T
K I2d K 22d WI2d W2U

(32 a)

(32 b)
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where K iid , W;id' Ki id and W,id are of dimension ni for i = 1,2. An argument analogous
to the proof of Theorem 2 leads to the following result.

Theorem 5

The eigenvalues of K 11d Wild and K 2 2d W2 2d are invariant under similarity
transformations.

We now give a definition for balancing a delay-differential-type system.

Definition 2

Neutral realization of a delay-differential system, say (A, B, C), is called a balanced
realization if

and

K2 2d = JoY2 2d = diag (0"21,0"22' ••• , 0"2.,)

with 0"II ;;, 0"12 ;;, ... ;;, 0"I., ;;, 0 and 0"21 ;;, 0"22 ;;, ... ;;, 0"2., ;;, O.
Concerning the positive definiteness of K iid and W;id (i = 1,2), sufficient conditions

are provided nex t.

Theorem 6

K ii d (i = 1,2) are positive definite if
rank [M(I, 0) M(O, I)

W;id (i = 1,2) are positive definite if

C

rank

CAl.,

(33 a)

(33 b)

where M(i,j) and Ai •j are defined as for the 2-D case.

Proof

See Appendix B.

We now conclude that upon the availability of positive definite K ii d and W;id

(i = 1,2), a balancing transformation of (27) can be obtained through the use of
Algorithm 1 where K and Ware substituted by K i id and W;id (i = 1,2) respectively,
resulting in two I-D balancing transformations T1 and T2 , and then forming
T= T, (£> T2 - Furthermore, a reduced model of order (r" r2 ) can be found by the
further subpartitioning procedure described by (26), (27).

The computation of K iid and W;id will be considered in the next section.
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S. Computational issues
5.1. 2-D Systems: computation of KHand W;; (i = J. 2)

5.1.1. Truncation method. By Theorem 4, a straightforward way of computing KH

and W;; (i = 1,2) is to use truncated double sums, i.e.

(34 a)

(34 b)

(35)

where

(36)

and Land M are positive integers. Through the use of the recursive formula (24), the
computation procedure of the above finite sums can readily be programmed. In
general, when Land M are large enough, (34) and (35) will represent good
approximations of K H and W;;, respectively. On the other hand, experience has shown
that even for small n, and n2 , this approach needs a considerable amount of
computational time.

5.1.2. Lyapunov approach. It is easy to verify that a 2-D transfer function
associated with the realization (A, B, C) can be written as

C[/(z" z2) - Ar' B = C2(Z2/- A4 ) - ' B2+ [C, + C2(Z21- A4 ) - ' A 3]

x [z,/- AI - A2(Z2/- A4 ) - ' A3r l x [B I + A2(Z2/- A4 ) - 1 B2]

== D, (Z2) + C, (z2)(z,/- AI(Z2)) - 1B I(Z2) (37 a)

or

C[l(z" Z2) - Ar' B = C,(zl/- A.r 'B, + [C 2+ C,(z,/- Atl-' A2]

x [Z21- A4 - A3(z,1 - A tl-' A2r' x [B2+ A3(zJ - A,) -I BI]

== D2(z l ) + C2(Ztl(Z21 - A2 (ztl ) -I B2(z tl (37 b)

Further, notice that

[In'J I ~ ~O]K = --2 ([In,o (2nj) 1=01 =I 1=21 =,

x ([ln,
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(38)

Regarding Z2 as a complex parameter, the second integral of (38) is the positive­
definite hermitian solution of the Lyapunov equation

(39)

(40)

(42)

(44)

(43)

Thus

I ~ dz ;K 1 ' = -2 ' K1(zz)-
Te] 1',1=1 Zz

The integral in (40) can be computed through the use of the residue theorem.
Alternatively, one may notice that K1(zz) can be factorized as (see Youla 1961)

K,(zz) = Kdzz)Kf(zz) (41)

where K I (zz) is a proper, stable rational matrix. Thus, if (AI' 8" C\) is a minimal
realization of K1(z I), then (40) becomes

Kll = c. (-21. l (zzl -A1)-18I BT(i21 _Atl-rdzz)e:
Te]J;=ll~' Zz

- - "'T=C1K,C,

where K, is the positive-definite solution of the Lyapunov equation

A,K1AT -K, = -8,8T
Similarly, by (37 b) we have

KZ2=~l dzl_I_.l (zz/-A 2(ztl)-IBz(ztlB!(zl)
2Te] ~=,I= 1 Zl 2Te] ~=i1~ I

_ * _Idzz_ 1 ~ dz ,x(zz/-Az(ztl) ---2' Kz(ztl-
Z2 Te] 1=i1~' Zl

where Az(ztl and Bz(ztl are defined in (37 b) and KZ(ZI) is the positive hermitian
solution of the Lyapunov equation

(45)

Analogous to (40), the last integral in (44) can be evaluated by either applying the
residue theorem orfactorizing K 2(z tl as Kz(z tlK!(z I) with Kz(ztl proper and stable
and then computing K zz as

Kzz = CzK zC1

where Kz is the positive-definite solution of the Lyapunov equation

AzK zA1-Kz = -8z81

and (Az, 8 z, Cz) is a minimal realization of KZ(ZI)'
It is now obvious that I¥;i (i = 1,2) can also be calculated by applying the above

Lyapunov approach with certain straightforward modifications.
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(46 a)

5.2. Delay-differential systems: computation of Kiid and Wiid (i = 1, 2)
Since variables exp (sh) and s in (31) are dependent, the Lyapunov approach used

for the 2-D case will not work. A possible way of computing Ki'd and Wo'd (i = 1,2) is
first write (31) as

I fooKdd= -2 Fdlexp (jwh),jw)F:(exp (jwh),jw) dw
n - 00

and

I foo"'dd = - G:(exp (jwh),jw)Gd(exp (jwh),jw) dw
2n -00

(46 b)

and then used the residue theorem or some numerical integration method to compute
Kdd and "'dd in (46).

b=,

6. Examples and concluding remarks

Example I (Jury and Premaratne 1986)
Let us consider a 2-D system having model (II) with

-0,5 0'75 I I 0
I

o 0 i 0 0
A = ----------- I -----------

0·2625 0 : -0'5 0·75
I

o 0 i -0,05 -0,025

and

o

o

(47)

(48 a)

(48 b)

c = [0'1 0·2 : 0·3 0]

The approach proposed by Jury and Premaratne (1986) yields a reduced system
(A, b, c) or order (2,1) where

A~ ~~i~62'--;:~ii~'366l6~ ~l·"d '~(O 1 02 • o3J

that was proved to be unstable.
We use the truncated double sums (34) and (35) to approximate K ii and Wi,

(i = 1,2). Taking L= M = 240, numerical computation gives

K = [3-887426 OJ K = [0'960192 0'056943J
II 0 0' 22 0·056943 0.005045

[
0·020792 - 0'012830J

WI I = , and
-0,012830 0·017320

[
0·075208 -0'065187J

W2 2 = -0,065187 0.095434

Notice that K I I of (48 a) is not positive definite, so that we can only reduce the order
of the system in the vertical direction.
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Using K 22 and W22 of (48) as K and W in Algorithm 1 (described in Appendix A)
yields a 1-0 balancing transformation:

T = [1'937878 0'389475J
Z 0'111965 0.466287

Letting T = I zEE> Tz, an equivalent realization balanced in the vertical direction can be
computed as

-0,5 0·75 i 1·937878 0·389475
1

o 0: 0 0
------------1-----------------

0·142326 0 : -0,434674 0·098126
I

-0,034175 0 I -0'109428 -0,090326

(49)

0'581363 0'116843]C= CT= [0'1 0·2

1·0

o
-------- , and

0'542194

-0,130192

A reduced system of order (2,1) can now be obtained from (49) as (A" 6" c,) with

A, = [-~~.~ ~~~_! --~::~:~~J' 6, = [~~~----J' and
0·142326 0 I -0,434674 0·542194

I

C, = [0'1 0·2 : 0'581363] (50)

It is easy to check (Lu and Lee 1983) that the reduced system given by (50) is
BIBO stable. The magnitude of the frequency responses of (47) and (50) are shown in
Figs. 1 (a) and (b), respectively.

Example 2

We now consider reducing a retarded delay differential system described by

0'5z
Q(z, s) = z(SZ + s + 0'25) + 0'5s (51)

This system was found stable i.o.d. (Driver 1977). The neutral realization of (51) can
be obtained using the method suggested by Sontag (1978):

[
h(t + I)J [~_L~ =-_O~~j [h(t)] [--~] [h]

= 0 i 0 0'5 + -1 u(t)=A +bu (52 a)
x(t) 1 x(t) x

11-0'5-1 0
I

y(t)=[O : 0 I][h(t)]=c[h] (52b)
x(t) x

By (46 a), we use the numerical integration method to compute K Z2d(with h = 0'5) as
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(a)

(b)

Figure 1.

1 f'"K 22d=-
2n _ co

(53 a)

exp (jwj2)( 1+ jw) + 0'5J
[(-exp -(jwj2))(I-jw) +0·5 -0'5exp(-jwj2)]

-0,5 exp (jwj2) dw
x "'"---------'---'-'-----'-e'--x-p-;-(jd.w--;j~2)--;cI[;:-;(O::O-.:;;-25:---w-,-2):-+-----=-jw--=]:-+-O::O-.-;:-5j:-wCiI2-------

-J1715J

1·0680

= [ 10·2057

-3'1715

Similarly, we have

[
0,3399 0 J

W22d = 0 0.4076
(53 b)

Algorithm 1 where K and Ware replaced by K 22d and W22d of (53) gives a 1-0
balancing transformation as

T = [ 1·71454 0'17776J
2 -0'53276 0.47704
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Forming T= J ffi Tz, an equivalent realization of (52), which is balanced in the
s-direction, is given by

[

0 1 0·26638 -0.23852]
-------- I ----------------

A=T-1AT= -0'194781-0'07603 0·23491

1·87875 : -0'76518 -0,92397

6= T- 1b = 1-=~:S2272-j, and C= cT= [0 : -0,53276 0'47704]

l-0'58379

From (54), a reduced system of order (I, I) is obtained as (A" 6" c,) with

(54)

• [0 0'26638JAr = ----------------,
-0'19478 -0,07603

6 = [_~ J, and C, = [0 :
r [-0'52272J .

-0'53276]

(55)

(56)

The transfer function of (55) is
0'27849z

Q,(z, s) = z(s + 0'07603) + 0.05189

Clearly, (56) represents a reduced-delay system which is stable i.o.d. The magnitude of
the frequency responses of both original and reduced systems are shown in Fig. 2.

.5 1.0 1.5 2.0 2.17

The original system.

Figure 2.

The reduced system

In conclusion it can be stated that a natural extension of the concept of the balanced
realization to 2-D and delay-differential systems has been obtained through the use of
the complex integral representations of the gramians for the systems considered. The
generalized balanced realization is then used in approximating 2-D and delay systems.
Several relevant issues, such as the positive definiteness of the various gramians and
computation methods have also been considered. While the numerical examples show
that the resulting approximations maintain the stability property in both the 2-D and
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delay cases, and the reduction error appears to be acceptable, a general analysis of the
stability property and the reduction error associated with the suggested balanced
approximation approach is still under way. Finally, it should be pointed out that the
results can readily be extended to N-dimensional (N ~ 3)and non-commensurate delay
systems.
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Appendix A
An efficient algorithm suggested by Laub (1980) for obtaining a balanced

realization is listed below. It is worthwhile to note that the algorithm is valid for both
continuous and discrete-time systems that are assumed to be stable.

Algorithm I (Laub 1980)

Step I. Determination of the reachability gramian K and the observability gramian
W via the Bartels-Stewart algorithm. If the system is of discrete-time, then K
and Ware the solutions of (5 a) and (5 b), respectively.

Step 2. Cholesky factorization of K

where L is lower triangular.

Step 3. Formation of eWL.

Step 4. Solution of the symmetric eigenvalue/eigenvector problem

UT(eWL)U=A z

Step 5. Formation of T

T=LUA-'/Z

Step 6. Formation of the balanced realization (.4, E, C) with

.4=T-'AT, E=r'B, and C=CT
whose reachability gramian and observability gramian are the same and equal
to A.

Appendix 8
Proof of Theorem 3

Clearly, both K Z and Wz defined in (17) are semi-positive definite. Now assume
that (22) holds and there exists an (n, + nz)-dimensional vector x such that
xTKzx = O. It can be shown that

'" '"
xTKzx= L L lIx™(i,j)IIZ

i=O j=O

(see Theorem 4), thus xTKzx = 0 implies that

xTM(i,j) =0, for i~O, j~O (8 I)
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xT[M(I,O) M(O, I) ... M(n 1 , n2 )] = 0

Condition (22) now implies x = 0 and hence K 2 is positive definite. It follows that
K ii (i = 1,2) are positive definite.

Next we show that condition (23) implies the positive definiteness of

00 00

L L A"!jCTCAij
i=O j=O

Let x E R"' +", be such that

which means

CAijx = 0 for i ~ 0, j ~ 0

Condition (23) now leads to x = 0, and hence

is positive definite. It follows from Theorem 4 that Woi (i = 1,2) are positive definite.

o

Proof of Theorem 4

Write F 2(z l ' Z2) as

Note that on the unit circles [zII = I and IZ21 = I, we have £, = z~ I and £2 = Z;I . The
use of the residue theorem then gives (25 a). To prove (25 b), write G2(z " Z2) as

hence

W2=(2
1

)2 A: A: I(Zl,Z2)(.f .f f f A"!jCTCA/kZi,-lzt k)
n) ~Zd=l ~z'I=1 ,=OJ=O/=Ok=O

1 dz; dZ2
xr(Zl,Z2)-- (B2)

Zl Z2
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[

V I
W(i,j, I, k) =

V 3

Set AhCTCA,k = W(i,j, I, k) and partition it as

V 1
] U eRfJ1xn t
'I ,

V 4

(B 2) then gives

Iff 00000000
W1=-.1 L L L L

(271:)) 1=.1=1 1=21=1 i=Oj=OI=Ok=O

[

V i-I.j-k
1 Zl "'2

X V j-I-l j-k+l
3 Z1 Z2

(B 3)

The residue theorem now leads (B 3) to (25 b) immediately. o

Proof of Theorem 6

By (31), it is seen that Kiid~O and ltiid~O (i= 1,2).
To show Kiid> 0, let us assume that Condition (33 a) holds and there exists an

x e R'"?") such that xTKiid=O. Equation (3Ia) then gives xTF.(jw)=O for
we (- 00,00) almost everywhere (a.e.). That is, when m = I,

xT f f (Alk[b1
] UW) - (I +1IeXp ( -jwk) + Alk[O]UW)-' exp [-jw(k+ I)]) =0

1=0 k=O ° bz

for we (- 00,00) a.e.

which implies that

xT t {Aok[O]exP[-jW(k+I)]}=O (B4a)
k-O b2

xT1 {AO{~}XP(-jWk)+Alk[bOJexP[-jW(k+I)]}=O (B4b)

x
T1 {Alk[~] exp( -jwk) + A2kGJex p [-jw(k + I)]}=o (B4c)

It follows from (B 4 a) that

00 [0] 1 00 00 [I f2" { [0] }L xT AOk = L L xT -2 AOk exp [-jw(k + I)]
k=O b2 ,~O k~O n 0 b2

x {AOI[:J exp [-jw(l + 1)* dW]}]x = 0

i.e.
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Similarly by (B 4 b) and (B 4 c) we have

and

respectively. Repeating this argument gives

xTM(l,k)=O for 1~0, k~O

and thus

2217

xT[M(I,O) M(O, I)

Condition (33 a) then implies x = O. Therefore K dd > 0 and so are K"Ai = 1,2).
To jrove ""lid> 0, assume that (33 b) holds and there exists an

x = [Xl ERn, +n, such that Itdd = O. This, by (31 b), means that
X2

f f C{A lk [xl]UW) -(1+ I) exp (-jwk) + A' k [0 ]UW) -I exp [jw(k + I)]} = 0
'~O k=O 0 X 2

for w E ( - CfJ, CfJ) a.e.
Using the same type of argument, we may conclude that

Cx = 0, CAOlx = 0, CAn,.n,-l x = 0

Condition (33 b) then implies x = O. Therefore Itdd> 0 and thus W,id > O. 0
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